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Journal of
Fluids

Engineering Editorial

The theme of this special issue of JFE is the flow behavior and
Rheology of complex fluids and electric phenomena at the micro
and nano scale. The papers are drawn from those presented at the
IMECE2006 and FEDSM 2007 in related Symposia sponsored by
the Fluids Engineering Division and the Materials Division orga-
nized by Dennis Siginer.

It is well known that many fluids in engineering applications,
such as polymer melts and solutions, muds and drilling fluids in
petroleum industry, food products, cosmetics, paints and others,
present non-Newtonian behavior. They exhibit features such as
shear-thinning or shear-thickening, normal stress differences in
shearing flows, viscoplasticity, extension-hardening and memory
effects due to elasticity. The first seven papers in this collection
address issues at the forefront of this area. The next set of five
papers explores aspects of the increasingly important applications
of electrical effects both at the macro and micro level such as
electro-chemical machining, electrowetting and dielectrophoresis,
and the last set of three papers look at cold spray, a very promis-
ing new coating technique, and the Ludwig-Soret effect which
plays an important role in reservoir engineering.

The rate of material processing in film casting and fiber spin-
ning, widely used multi-purpose industrial manufacturing pro-
cesses, is limited by the draw resonance instability. Beyond a
critical draw ratio, the ratio of the take-up velocity to the velocity
at the die exit, stable operation is impossible as the instability
results in a spatio-temporal periodic variation in film thickness.
Since take-up velocity is much greater than the velocity at the die
exit, the conservation of mass requires change in the cross-
sectional area. Thus, the film thickness is reduced to a desired
value at the take-up point by choosing the appropriate draw ratio.
Inertial effects on film casting have been widely ignored in the
literature. Inertia can, however, have a significant effect on the
stability. Radoslav German and Roger E. Khayat examine the ef-
fects of inertia, elasticity and boundary conditions on the film
casting of a PTT fluid and show that inertia plays an important
role in the process and has a stabilizing effect on the film-casting
flow. They also demonstrate that the choice of stress boundary
conditions becomes important with increasing fluid elasticity.

The study of confined and/or free surface swirling flows due to
rotating top and bottom covers of cylindrical containers yields a
wealth of information about the fundamental behavior of vis-
coelastic fluids and instabilities in strong flows. This geometry is
also used in testing the validity of the predictions of constitutive
equations. Shinji Tamano et al. report an experimental study of
strong flows of surfactant solutions much less prone to degrada-
tion than polymeric fluids in cylindrical casings of aspect ratio one
and two using a sectional flow visualization technique and a two-
component laser Doppler velocimetry �LDV� system and compare
their results to the behavior of polymer solutions. Perhaps more
importantly they find that the popular Giesekus model cannot pre-
dict the flow structure.

Products made from liquid crystalline polymers �LCP� have
many advantages over conventional polymers, higher modulus
and higher heat resistance among others. It is generally thought
that the alignment structure of the LCP molecules is the cause of

these useful properties. However, it is difficult to control the LCP
structure in a molding process, because the flow behavior of LCP
strongly depends on its deformation history and there is a variety
of complicated geometries used in the molding flows. Takatsune
Narumi et al. report an experimental study of the unstable behav-
ior which is manifested as wavy textures in elongational flows in
a curved slit geometry with a right-angle corner in an L-shaped
channel of a solution of LCP, hydroxyl-propylcellulose �HPC�.

Applications of liquid thread breakup are widespread in indus-
try such as encapsulation processes for controlled drug delivery,
inkjet printing, spray drying of starches, spray painting, and emul-
sification. The physics of Newtonian liquid thread breakup is un-
derstood well enough. In contrast, the analysis of viscoelastic liq-
uid threads and the breakup of purely viscous, shear-thinning non-
Newtonian liquid threads are still in their infancy. While similarity
solutions explain the singularity of the jet at breakup, they are
unable to predict drop sizes or drop shapes in shear-thinning jets.
To address this limitation V. Dravid et al. report the effect of
power-law shear-thinning behavior when the filament is two-
dimensional and axisymmetric by solving the entire Navier–
Stokes equations at Re�5 and compare model predictions against
experimental data obtained using jets of power-law non-
Newtonian fluids exiting from capillary tubes. Drop formation
from these capillary jets is captured using a high speed digital
camera. They report good agreement.

Surfactant solutions are extensively used in many industrial
processes, examples of which are foaming, jet printing, emulsifi-
cation and coating. The practical importance of surfactants is
based on the ability of these molecules to quickly reach an equi-
librium state at the freshly created solution/air interface, thus de-
creasing the surface tension from the value of bulk solution to the
equilibrium value at the surface �DST�. Hasegawa et al. propose a
new model based on the concept that surfactant molecules rotate
during the process of reaching the equilibrium surface state. This
is different from the conventional adsorption theory. They obtain a
simple expression of DST as a function of the surface age. In
addition, an experiment is carried out to determine DST by mea-
suring the period and weight of droplets falling from a capillary.
The predictions of the proposed model are compared to their own
experimental data and to those reported previously by several
other authors, and good agreement is shown. Furthermore, the
characteristic time in the model is shown to be correlated with the
concentrations of solutions regardless of the type of solution ex-
amined.

Welan gum, a commercially available highly stable biopolymer,
is extensively pumped through straight and coiled tubing in vari-
ous petroleum installations. It is suitable for drag reduction and
viscosity enhancement in many oil and gas production operations
including hydraulic fracturing, acidizing, wellbore cleanup, ce-
menting and drilling. Fluid flow behavior in coiled tubing differs
significantly from that in straight tubing. Asubiaro and Shah report
an extensive experimental investigation of the behavior of Welan
gum suspensions of different concentrations in straight and coiled
tubing and develop correlations for the friction factor.

Computational methods to solve non-Newtonian flow problems
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are afflicted by numerical instabilities and spurious oscillations. In
the case of purely viscous inelastic fluids highly steep and non-
smooth viscosity models are the cause of locally advection domi-
nated regions and severe gradients. Zinani and Frey present a
Galerkin least-squares �GLS� multi-field finite element formula-
tion for extra-stress, velocity and pressure as primal variables for
the approximation of inelastic non-Newtonian fluid flows. GLS
enhances the stability of the classical Galerkin approximation for
incompressible flows and also circumvents compatibility between
the approximation functions of stress, velocity and pressure.

Electro-Chemical Machining �ECM� is an advanced machining
technology widely used in aerospace, defense and medical indus-
tries among others. The applications of ECM in the automobile
and turbo-machinery manufacturing also have been on the rise
because ECM has no tool wear and difficult-to-cut metal parts and
complex geometries can be machined with relatively high accu-
racy and extremely smooth surfaces. Fujisawa et al. develop a
multi-physics model and the associated numerical procedure to
predict the ECM process. The model and the numerical procedure
satisfactorily simulated a typical ECM process for a two-
dimensional flat plate and for a three-dimensional compressor
blade.

Light-emitting diodes �LED� are an attractive alternative to in-
candescent bulbs and fluorescent lamps. The typical life span of
LEDs is about ten years, twice as long as fluorescent lamps and
approximately twenty times longer than the incandescent bulbs.
They generate much less thermal energy than incandescent bulbs
with the same light output and are free of environmental pollut-
ants such as neon, helium, and argon discharged from fluorescent
lamps. Lighting modules with combination of red, green, and blue
LEDs can emit light of an intended color without additional color
filters that traditional lighting methods adopt. Kim et al. investi-
gate a combination of discrete red, green, and blue LEDs to real-
ize a high efficacy white LED. Compared to red and blue LEDs,
green LED leaves much more room for improvement in lumines-
cent efficacy. The production of green LEDs by metal organic
vapor phase epitaxy �MOVPE� is closely related to the ability to
grow InGaN/GaN multi-quantum-wells �MQWs� with high in-
dium compositions. Kim et al. report their study of the character-
ization of three different commercial MOVPE reactors for perfor-
mance enhancement.

The manipulation of discrete droplets has seen rapid develop-
ment from engineering to life sciences including variable focus
lenses, display technology, fiber-optics, and lab-on-a-chip devices.
Accurate description of actuation forces and resultant droplet ve-
locities must be available when designing an integrated device
making use of discrete flows. Currently the leading methods for
electrostatically actuating microdroplets in microfluidic devices
are electrowetting on dielectric �EWOD� for conductive droplets
and dielectrophoresis �DEP� for electrically insulating droplets. In
each case, a transverse electric field is used to create an electro-
static pressure giving rise to the transport of individual liquid
slugs. Young and Mohseni examine the nature of the force distri-
bution for both EWOD and DEP actuated droplets and the effect
of system parameters such as contact angle and electrode length
on the shape of the force density.

Micro-pumps have many applications in medical devices, por-
table fuel cells and electronic cooling among others. Mechanical
micro-pumps with moving parts are subject to high friction wear,
generate noise and are not appropriate for applications with high

pressure requirements such as chromatography and micro-cooling
of power electronics. In contrast electro-kinetic �EK� pumps,
which convert electrical energy into kinetic energy in the fluid do
not suffer from these disadvantages. One of the most popular EK
pumps is the electro-osmotic �EO� pump. It is very cheap to fab-
ricate in comparison to other EK pumps and can generate high
pressure with a small volume substrate. Nevertheless, because the
shear stress is confined to a thin Debye layer, EO pumps suffer
from high viscous dissipation and exhibit a very low thermody-
namic efficiency like all other EK pumps. In addition, Faradaic
reactions at the electrodes generate bubbles by electrolysis and
change the pH of the working fluid limiting the continuous opera-
tion of EO pumps to a few hours. Berrouche et al. present a new
theory for optimizing the thermodynamic efficiency of an EO
pump with a large surface area and highly charged nano-porous
silica disk substrate.

Dielectrophoresis �DEP� and traveling wave dielectrophoresis
�twDEP� are very effective AC electrokinetic techniques for the
manipulation and separation of particles in micro- and nano-
fluidics for instance biological particles such as DNA, cells, and
bacteria. AC field suppresses undesirable electrolytic effects such
as Faradaic reactions and electro-convection in the liquid, and
employs polarization forces that are insensitive to the particle
charge making dielectrophoresis a vastly superior method. Song
and Bennett solve the electric potential equation with mixed type
of boundary conditions for dielectrophoresis and traveling wave
dielectrophoresis generated by an interdigitated parallel electrode
array.

The cold spray is a novel and promising coating technology and
was originally developed in the mid-1980s at the Institute of The-
oretical and Applied Mechanics of the Russian Academy of Sci-
ences in Novosibirsk. In the conventional cold spray process,
powder particles are accelerated through the momentum transfer
from the supersonic gas jet. The temperature of supersonic gas jet
is always lower than the melting point of the powder material.
Thus the coating is formed from the particles in solid state and the
problems associated with traditional thermal spray methods are
eliminated. The adhesion of the particles in a cold spray process
occurs only when the kinetic energy is large enough to cause their
extensive plastic deformation at the contact surface. Takana et al.
explore the use of electrostatic force to assist the acceleration of
the particles in addition to the acceleration imparted by supersonic
flow, and Samareh and Dolatabadi examine the effect of the pres-
ence of a dense particulate flow on the supersonic gas.

Ludwig-Soret effect refers to the phenomenon of component
separation in a convection free liquid or gaseous mixture under a
temperature gradient. This separation mechanism is of importance
in petroleum engineering applications as it can in tandem with
natural convection greatly influence the composition distribution
in hydrocarbon reservoirs. Jaber et al. report a numerical study
based on a non-equilibrium irreversible thermodynamic model of
the Soret effect for a ternary mixture in a porous cavity.

In closing I would like to convey my thanks and appreciation to
the authors and the anonymous reviewers for their contributions to
this special issue.

Dennis A. Siginer
Associate Editor
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Department of Mechanical and Materials
Engineering,

The University of Western Ontario,
London, ON, N6A 5B9, Canada

Interplay Between Inertia and
Elasticity in Film Casting
The influence of inertia and boundary conditions on the steady state and stability of
isothermal film casting of viscoelastic fluids is examined using a Phan-Thien–Tanner
rheological model. The elongational flow between the die exit and the take-up point is
investigated. In general, the steady-state film tends to contract for low-inertia flow; this
contraction, however, is significantly diminished by inertia. The polymeric normal
stresses and primary normal stress difference decrease in the most of the air gap as
inertia increases. In contrast, the stress and stress difference increase considerably near
the take-up point due to a dramatic increase in the elongation rate. The linear stability
analysis for two-dimensional disturbances is carried out. For a polymer with no degra-
dation, and in the absence of inertia �Re�0�, the analysis predicts critical draw ratios
that form an envelope to an unstable region. This region of unstable conditions reduces
as inertia increases. Two branches of neutral stability curve are observed for higher-
inertia flow as opposed to a single curve for Re�0. The unstable region expands as �
increases, where � is a measure of polymer degradation. When � becomes sufficiently
large, the elasticity tends to destabilize the flow. It is also found that boundary conditions
have an important influence on the steady-state profiles and stability region, particularly
for high-elasticity fluids. �DOI: 10.1115/1.2956592�

1 Introduction
Draw resonance is an important phenomenon occurring in pro-

cesses, such as film casting and fiber spinning. In film casting, a
molten polymer is extruded through a slit die, stretched in the
ambient air, and then cooled on the chill roll. The process is sche-
matically illustrated in Fig. 1. Since the take-up velocity is much
greater than the velocity at the die exit, the conservation of mass
requires change in the cross-sectional area. Thus, the film thick-
ness is reduced to a desired value at the take-up point by choosing
the appropriate draw ratio �ratio of the take-up velocity to the
velocity at the die exit�. Film casting is frequently limited at high
take-up rates by an oscillatory variation in film thickness. There
exists a critical draw ratio, beyond which stable operation is im-
possible. When this draw ratio is exceeded, draw resonance occurs
and spatiotemporal periodic variation in film thickness is ob-
served.

Due to the importance of the problem in industrial applications,
a number of studies have been carried out dealing with theoretical
as well as experimental aspects of the subject. Experimental stud-
ies typically focused on the temperature and velocity variation in
the cast film as a function of a position within the air gap �1–3�.
Yeow �4� was the first to investigate the problem numerically. He
carried out the stability analysis of film-casting flow. Surface ten-
sion, aerodynamic drag, inertia, and gravity were neglected in his
study, and small curvature and uniform streamwise velocity across
the film were assumed. The analysis confirmed the importance of
the draw ratio in controlling the onset of draw resonance. The
theoretical results for casting a Newtonian fluid under isothermal,
constant force conditions show that the process is unstable for a
draw ratio greater than a value of 20.21, which is identical to the
critical value for fiber spinning �5�.

However, it is well known that commercial film casting can be
operated at a draw ratio higher than 20.21 without encountering
instability. Several factors can contribute to this enhanced stabil-
ity. Chief among these is the non-Newtonian behavior of the ma-

terial being cast. Extensive work has been done to investigate
non-Newtonian effects stemming from shear-thinning or vis-
coelastic effects. Another important factor is inertia. Considering
inertia, gravity, and surface tension forces respectively, Shah and
Pearson �6� assessed their effects on stability of fiber spinning.
Their work showed that, in addition to the draw ratio, these three
terms also play very important roles in fiber spinning stability.
While inertial and gravity forces enhance flow stability, surface
tension destabilizes the flow. Inertia becomes particularly impor-
tant in modern high-speed film casting, and its coupled effect with
elasticity is the main object of the present study. Aird and Yeow
�7� examined the film casting of inelastic power-law fluid. They
derived an analytical steady-state solution and carried out a linear
stability analysis. It was found that the critical draw ratio in-
creases with power-law index. Anturkar and Co �8� examined the
influence of elasticity on draw resonance. They carried out a linear
stability analysis for isothermal film casting of a modified
convected-Maxwell fluid. Their results indicate that film casting is
stable below a lower critical draw ratio and above an upper criti-
cal draw ratio. They also showed that shear-thinning fluids are less
stable and fluids with higher relaxation time are more stable when
used in film casting. An isothermal and a nonisothermal steady-
state analysis of the film casting of a BKZ-type fluid was carried
out by Alaie and Papanastasiou �9�. It was concluded that thinning
of the extruded film is enhanced by shear thinning and by air-
cooling often down to solidification at about the glass transition
temperature upstream the chill roll. The required tension decreases
with shear thinning and increases with relaxation time. The tem-
perature profile along the film departs from linear, as the tempera-
ture of the cooling air decreases to about ambient level. Steady-
state and stability analyses of film casting of a modified Giesekus
fluid were carried out by Iyengar and Co �10,11�. Both linear and
nonlinear stability analyses were conducted. In the linear analysis,
the eigenvalue problem was treated as an initial-value problem
�the standard approach used by the former researchers and scien-
tists� �4,7,8�. They found that the behavior of the elongational
viscosity �extensional thinning or thickening� affects the critical
draw ratio and the film stability. Recently, Doufas and McHugh
�12� carried out numerical analysis of melt spinning using a model
coupling the polymer microstructure with the macroscopic
velocity/stress and temperature fields. They included the effect of
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flow-induced crystallization, viscoelasticity, filament cooling, air
drag, inertia, surface tension, and gravity. They report a good
quantitative agreement with experimental data of nylon 6,6 for
fiber velocity, diameter, and temperature fields.

The choice of boundary conditions in film casting and fiber
spinning analyses becomes complicated when a viscoelastic fluid
is considered. In addition to the velocities at the die exit and
take-up point, conditions on stress are also needed. In some pre-
vious works, the stress at the die exit is assumed to be purely
Newtonian, based on the assumption that in this region polymer
molecules have not been significantly stretched yet �13�. Denn et
al. �14� carried out an asymptotic analysis of fiber spinning for
limit case of a highly viscoelastic fluid and found that initial
stresses have minor effect on the flow. Anturkar and Co �8� and
Silagy et al. �15� calculated the axial stress at the die exit from a
fully developed flow inside the die. Their analysis indicates that
the velocity profiles and tensile force are influenced by exit stress
conditions except for nearly inelastic fluids and for very large
tensile force �8�. In an analysis of fiber spinning, Beris and Liu
�16� derived an estimate of the ratio between the radial and axial
stress components assuming a homogeneous steady elongational
flow at the maximum die swell and the limiting value of the Debo-
rah number derived by Denn et al. �14�. They used this estimate as
a boundary condition. A combination of stress conditions pro-
posed by Anturkar and Co �8� and Beris and Liu �16� was used in
the work of Iyengar and Co �10�. Upon comparison of results
obtained based on slit flow and planar elongation flow at the die
swell, they concluded that corresponding stress profiles differ only
near the die exit and quickly converge to the same solution. The
importance of stress boundary conditions has also been recog-
nized in the case of multimode models. Christodoulou et al. �17�
examined the stability of multimode Phan-Thien–Tanner �PTT�
fluids and showed that the stability region at relatively high De is
sensitive to the choice of stress conditions. The stable region was
found to be larger �smaller� when the longest �shortest� mode of
the streamwise elastic stress is left unspecified and all other elastic
stress components are set to zero at the inflow boundary. Tsou and
Bogue �18� examined theoretically and experimentally the effect
of die flow variables on the stability of isothermal fiber spinning.
In general, they observed that increasing the shear rates, which
subsequently increases die swells, is destabilizing.

In this work, the PTT constitutive equation is used to examine
the film-casting process. This constitutive model was introduced
by PTT �19,20� to analyze strong flows �such as fiber spinning or
film casting�. Results of the steady-state analysis showed a good
agreement with experimental data when inertia is negligible. Us-
ing the same model, Lee et al. �21� investigated the dynamic be-
havior of the nonisothermal melt spinning. The spinline cooling
was found to have a stabilizing effect on the process. Silagy et al.
�15� used an isothermal, time dependent two-dimensional mem-

brane model in combination with the PTT constitutive equation to
analyze the film-casting process. The onset of draw resonance was
studied by the linear stability analysis and through the dynamic
response to small perturbations. They showed that the onset of
draw resonance depends on the aspect ratio �ratio of length to
width of the film in the air gap� of the process. Christodoulou et
al. �17� conducted a linear stability analysis of film casting using
the multimode PTT constitutive equation. They used the fitted
PTT relation in a finite-element model of the stability of film-
casting flow based on the thin-membrane approximation.

Inertial effects on film casting have been widely ignored in the
literature. Inertia can, however, have a significant effect on the
stability region and its value may still be small but not negligible,
as experiments �3,12� on film casting and fiber spinning suggest.
In the present study, the effects of inertia, elasticity, and boundary
conditions are examined for the film casting of a PTT fluid. Linear
stability analysis is carried out. It is shown that inertia plays an
important role in the process and has a stabilizing effect on the
film-casting flow. It is also shown that the choice of stress bound-
ary conditions becomes important with increasing elasticity in the
fluid.

2 Problem Formulation and Solution Procedure
In this section, the flow configuration is introduced and the

general conservation and constitutive equations as well as the
boundary conditions are briefly reviewed. The disturbance equa-
tions for film casting are then derived and the resulting eigenvalue
problem is discussed.

2.1 General Equations. Consider the film-casting process as
illustrated schematically in Fig. 1. Here L is the film length �air
gap� between the channel exit and the take-up point, and H0 is the
die gap at the die or channel exit. The mean velocity at the die exit
is U0. The coordinates x*, y*, and z* coincide with the stream-
wise, spanwise, and depthwise directions of the flow, respectively.
The film is taken to be symmetric with respect to the z* axis. In
this case, z*=h*�x*,y*, t*� denotes the free surface height of half
width of the film. The thin-film flow is assumed to be isothermal
and incompressible. The fluid is taken as a viscoelastic polymeric
solution of density �, relaxation time �, and viscosity �. In this
study, inertia is assumed to be important, while gravity and sur-
face tension effects are neglected. The polymeric solution is as-
sumed to be composed of a Newtonian solvent of viscosity �S,
and a polymeric solute of viscosity �P, such that the solution
viscosity is given by �=�S+�P.

Regardless of the nature of the fluid, the continuity and momen-
tum conservation equations must hold. The conservation of mass
and linear momentum equations for an incompressible fluid can
be written, respectively, as

Fig. 1 Schematic of film-casting flow and coordinates used
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u
i,i
* = 0 �1�

��ui,t*
* + u

j
*u

i,j
* � = �

ji,j
* �2�

where i, j=x*, y*, z*. Here t* is time, u
x
*, u

y
*, and u

z
* are the

velocity components in the streamwise, spanwise, and depthwise
directions, respectively, and �

ij
* are the components of the total

stress tensor. The summation convention is assumed, and a sub-
script after a comma denotes partial differentiation. The deviatoric
part of the stress tensor is composed of a Newtonian component,
corresponding to the solvent, and a polymeric component �

ij
*, cor-

responding to the solute. Thus, �
ij
* =−p*�ij +�S�u

i,j
* +u

j,i
* �+�

ij
*,

where p* is the hydrostatic pressure and �ij is the Kronecker delta.
The constitutive equation for �

ij
* is taken to correspond to PTT

fluid, which can be written as �19,20�

exp���

�p
tr��*���

ij
* + ��d�

ij
*

dt*
− �

ik
*L

jk
* − �

jk
* L

ik
*� = �p�u

i,j
* + u

j,i
* �

�3�

where d /dt* is the convective derivative, and

L
ij
* = u

i,j
* −

1

2
	�u

i,j
* + u

j,i
* � �4�

is the effective gradient and � and 	 are the material parameters.
The term containing � is related to the rate of destruction of
junctions in polymeric network and 	 depends on the shear rate
�20�. All calculations reported here were carried out with 	=0,
since the flow is predominantly elongational �13�. In this case, the
shear viscosity is constant except for negligible contribution due
to nonzero � �22�.

The boundary conditions for the problem consist of free surface
and edge conditions. At the free surface, z*=h*�x*,y*, t*�, the
kinematic condition reads

u
z
* = h*

,t* + u
x
*h*

,x
+ u

y
*h*

,y
�5�

In the absence of surface tension �which is typically negligible for
polymeric flow�, the dynamic condition reflects the vanishing of
the traction at the free surface, namely,

�
ij
*n j = 0 �6�

where n is the normal vector at the free surface. At the die of
channel exit, both the velocity and the film thickness are assumed
to be specified. The thickness is also specified at the take-up point
�see below�. The imposition of adequate stress conditions is an
important issue, since the flow and the stability diagram are
strongly influenced by these conditions. This issue will be exam-
ined in detail in Sec. 3.

2.2 Reduced Equations and Boundary Conditions. In the
film-casting process, the span of the film is very large compared
with its thickness and is often much larger than the distance be-
tween the die and the take-up point. The film contraction in the
spanwise direction �y*� can thus be neglected, and the flow can be
considered as two dimensional. Note in this case that the edge
bead phenomenon will not be accounted for. Given the small
thickness of the film, the equations above are reformulated in the
thin-film limit. In this case the velocity u

x
*, stress �

xx
* , and pressure

p* are only functions of x* and t*. This approximation ignores any
die swell near the die exit. Based on the calculations of the veloc-
ity profile development in fiber spinning, Keunings et al. �22�
suggested that, within a small region from the die exit, the axial
velocity becomes uniform across the film. It is convenient to cast
the governing equations and boundary conditions in dimension-
less form. The dimensionless variables may be introduced as fol-
lows:

�x,z� =
1

L
�x*,z*�, t =

U0

L
t*, ui =

u
i
*

U0

, h =
h*

L

��ij,�ij,p� =
L

�U0
��

ij
*,�

ij
*,p*� �7�

In addition to the fluid parameters � and 	, there are five similarity
groups that emerge in the problem, namely, the Reynolds number,
Re, the Deborah number De, the solvent-to-solute viscosity ratio
Rv, the draw ratio Dr, and the aspect ratio 
, which are explicitly
written as

Re =
�U0L

�
, De =

�U0

L
, Rv =

�s

�p
, Dr =

UL

U0
, 
 =

H0

L
�8�

Another related parameter is the solute-to-solution viscosity ratio,
or a=1 /Rv+1. The scaling above is adopted for convenience and
is not meant to help reduce Eqs. �1�–�3� to those corresponding to
thin-film casting. This was already done by Schultz and Davis
�23� for fiber spinning and is being implemented here for film
casting. The reduced one-dimensional transient equations below
are obtained as the leading order terms in the thin-film double
expansion in the thinness variable z and the thinness parameter 
.
This double expansion, based on the separation-of-variable prop-
erty of the Navier–Stokes equations noted in 1921 by von Kar-
man, is necessary and sufficient for mathematical closure at each
order. The reader is referred to the works of Bechtel et al. for the
analogous perturbation theory for slender jets, with pointwise ex-
pansion of the stresses �24�, and with stresses integrated over the
cross section �25�. In this case, the governing equations relevant to
the problem reduce to the following dimensionless form of the
continuity equation �1�:

ux,x + uz,z = 0 �9�

and the momentum conservation equation �2� in the x direction:

Re�ux,t + uxux,x� = �xx,x + �xz,z �10�

Since �xx is only function of x and t, an integration of Eq. �10�
between 0 and h gives

Reh�ux,t + uxux,x� = h�xx,x + ��xz�0
h �11�

In the absence of surface tension, the dynamic condition, which
consists of the vanishing of the traction at the free surface, reduces
to

�xxnx + �xznz = 0, �zxnx + �zznz = 0 �12�

where nx and nz are the components of the unit outward normal to
the free surface in the x and z directions, respectively. Noting that
nx /nz=−h,x, the depthwise shear and normal stress components
become

�zx = h,x�xx, �zz = �h,x�2�xx �13�

Noting that the dimensionless height h is scaled with respect to L,
�zz becomes of second order in the slope of the film height, which
is typically small for drawn film. Hence, the depthwise stress
component becomes negligible everywhere �zz�0. Substituting
the first expression of Eq. �11� into Eq. �9� gives

Reh�ux,t + uxux,x� = �h�xx�,x �14�

The dimensionless components �xx and �zz of the total stress ten-
sor can be expressed as follows:

�xx = − p + 2aRvux,x + �xx, �zz = − p + 2aRvuz,z + �zz �15�

Since �zz�x ,h , t��0 and uz,z=−ux,x, combination of expressions
�15� leads to

�xx = 4aRvux,x + �xx − �zz �16�

Upon substitution of expression �16� into Eq. �14� the momentum
conservation equation in the x direction becomes
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Reh�ux,t + uxux,x� = �h�4aRvux,x + �xx − �zz��,x �17�

Since uz=dh /dt at the free surface, the continuity equation and the
kinematic condition can be combined to give

h,t + �hux�,x = 0 �18�

As the flow is predominantly elongational, the quadratic shear
terms in the stress equations can be neglected. In this case, the
relevant dimensionless constitutive equations for PTT fluid reduce
to

exp	�De

a
tr���
�xx + De��xx,t + ux�xx,x − 2�1 − 	��xxux,x� = 2aux,x

�19�

exp	�De

a
tr���
�zz + De��zz,t + ux�zz,x + 2�1 − 	��zzux,x� = − 2aux,x

�20�

The boundary conditions are prescribed as follows. The velocity is
given at the die exit and at the take-up point. The film thickness
and stress components are given at the die exit only, so that

ux�t,x = 0� = h�t,x = 0� = 1, ux�t,x = 1� = Dr

�xx�t,x = 0� = �xx
0 , �zz�t,x = 0� = �zz

0 �21�

where �xx
0 and �zz

0 will be specified below. The solution procedure
of the above stated problem is described in the next section. As
mentioned earlier, Eqs. �18�–�20� correspond to equations to lead-
ing order in 
 and is therefore ceases to be valid under some flow
conditions �24,25�. A related issue is the transition of the quasi-
linear hyperbolic type of the equations to mixed elliptic/
hyperbolic type, depending on the relative magnitudes of the di-
mensional groups. A simulation, which begins hyperbolic and
evolves into the ill-posed mixed at a particular time and place,
corresponds to a departure from slender behavior and breakdown
of the one-dimensional theory, which is indicative of the onset of
failure �26�.

2.3 Linear Stability Analysis. In this section, the formulation
for linear stability analysis is presented. Given the unavailability
of the steady-state solution in analytical form, the steady state is
obtained as part of the eigenvalue problem. In this case the film
thickness, velocity, and stress components are written as

h�x,t� = hs�x� + h��x�e�t

ux�x,t� = ux
s�x� + ux��x�e�t

�xx�x,t� = �xx
s �x� + �xx� �x�e�t

�zz�x,t� = �zz
s �x� + �zz� �x�e�t �22�

where hs, ux
s, �xx

s , and �zz
s are the steady-state variables, h�, ux�, �xx� ,

and �zz� are the complex perturbations, and � is the complex ei-
genvalue in the problem ��r being the growth or decay rate, and �i
the disturbance frequency�. It is useful to introduce the following
expressions for the steady and perturbation rates of elongation,
namely, �s=dux

s /dx and ��=dux� /dx, respectively. The steady state
is determined from the following equations:

d�hsux
s�

dx
= 0 �23�

Rehsux
s dux

s

dx
=

d

dx
	hs�4aRv

dux
s

dx
+ �xx

s − �zz
s �
 �24�

�xx
s exp��De

a
��xx

s + �zz
s �� + De�ux

s d�xx
s

dx
− 2�1 − 	�

dux
s

dx
�xx

s � = 2a
dux

s

dx

�25�

�zz
s exp��De

a
��xx

s + �zz
s �� + De�ux

s d�zz
s

dx
+ 2�1 − 	�

dux
s

dx
�zz

s � = − 2a
dux

s

dx

�26�

The corresponding boundary conditions are readily obtained from
Eq. �21�, which are given by

ux
s�x = 0� = 1, ux

s�x = 1� = Dr, hs�x = 0� = 1

�xx
s �x = 0� = �xx

0 , �zz
s �x = 0� = �zz

0 �27�

Equation �23� is readily integrated to give a relation between the
velocity and the thickness, namely, hs=1 /ux

s. Upon substitution of
expressions �22� into Eqs. �17�–�20�, the eigenvalue problem is
obtained. A variety of solution methods can be applied to solve the
problem, most of which treat it as an initial-value problem. See,
for instance, Refs. �16,27� for fiber spinning, and Refs. �4,7,8� for
film casting. In this study, the problem is solved as a nonlinear
two-point boundary-value problem. Since only the critical condi-
tions for the onset of instability are sought, one sets �r=0 and
Dr=Dr

c in the analysis. The resulting augmented eigenvalue prob-
lem is cast in the following form:

dh�

dx
=

1

ux
s�u��s

ux
s2 − h�� −

��

ux
s − h��s� �28�

dux
s

dx
= �s �29�

d�s

dx
=

�s

4aRvux
s�Reux

s2 − 2�1 − 	���xx
s + �zz

s � + 4aRv�s + �xx
s − �zz

s

−
4a

De
+

�xx
s − �zz

s

De�s exp��De

a
��xx

s + �zz
s ��� �30�

d�xx
s

dx
= 2

�s

ux
s	 a

De
+ �1 − 	��xx

s 
 −
�xx

s

Deux
s exp��De

a
��xx

s + �zz
s ��

�31�

d�zz
s

dx
= − 2

�s

ux
s	 a

De
+ �1 − 	��zz

s 
 −
�zz

s

Deux
s exp��De

a
��xx

s + �zz
s ��

�32�

dux�

dx
= �� �33�

d��

dx
=

1

ux
s	ux��

s − ux
s2 d

dx
�h��s�
 +

1

4aRvux
s�Reux

s�ux�� + ux
s

+ ux
s2h��s� − ux

s d

dx
��xx� − �zz� � + �s��xx� − �zz� � − ux

s2dh�

dx
��xx

s

− �zz
s � − ux

s2h�
d

dx
��xx

s − �zz
s �� �34�
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d�xx�

dx
=

1
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s�2

a
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a
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�36�

dDr
c

dx
= 0 �37�

d�i

dx
= 0 �38�

For given Re, there are 11 real variable unknowns to be deter-
mined, including the critical draw ratio, frequency, and the steady-
state velocity and stress components. System �28�–�38� is solved
subject to conditions �27� and the following homogeneous bound-
ary conditions:

h��0� = ux��0� = �xx� �0� = �zz� �0� = ux��1� = 0 �39�
In addition, two boundary conditions are needed. Without loss of
generality, and since the equations are homogeneous, one sets
�0�=1. Finally, it is noted that Dr

c�0�=Dr
c�1�. The resulting prob-

lem is of the two-point boundary-value type and is now nonlinear

since both the frequency and critical draw ratio are part of the
unknown variables. The problem is solved using the DBVPFD
subroutine from the IMSL library.

3 Discussion and Results
Results for steady film-casting flow and its linear stability are

reported in this section. The influence of fluid and flow parameters
on the stability diagram is examined first with focus on the inter-
play between inertia and elasticity. The effect of boundary condi-
tions is then examined in detail.

3.1 Steady-State Flow. The interplay between inertia and
elasticity is first examined in this section for steady-state flow.
Following Iyengar and Co �11�, the flow at the location of maxi-
mum thickness �due to die swell� is approximated by a homoge-
neous elongational flow. In this case, the variation of normal stress
is assumed to be negligible and the stress conditions are deter-
mined from Eqs. �25� and �26�, which reduce to a nonlinear alge-
braic system. However, the elongational rate dux

s /dx is not known
at x=0 and is therefore determined iteratively. The influence of
inertia on steady film-casting flow is investigated by varying the
Reynolds number over the range Re� �0,1�, with the draw ratio
fixed at Dr=10, Deborah number at De=0.09, the solvent-to-
solute viscosity ratio at Rv=0.1, and the model parameter at �
=0.1. De and � are chosen within the range of fitted parameter
values of PTT model for PET �17,28�. An experimental value of
Rv�0.1 was reported by Joo et al. �27� for nylon 6,6. Since the
viscosity of polymeric fluids varies from 102 to 105 Pa s in the
commercial fiber-spinning and film-casting processes �depending
on the type of polymer�, the Reynolds number may have a wide
range of values. Typical Reynolds numbers reported in experi-
mental studies range from O�10−3� to O�10−1� �2,3,12,29�. The
flow response is depicted in Fig. 2, where the distributions of hs,
�xx

s , �zz
s , and �xx

s −�zz
s are plotted against x. Figure 2�a� shows that

the film thickness decreases monotonically with x for any Rey-
nolds number and increases with Re at any x position. For Re
=0, the decrease in hs is expected to be near exponential. The film
tends therefore to contract more near the die exit at lower Re �as

Fig. 2 Influence of inertia on „a… the film thickness hs, „b… the polymeric
stress in the streamwise direction �xx

s , „c… the polymeric stress in the depth-
wise direction �zz

s , and „d… the primary normal stress difference �xx
s −�zz

s , for
the range Re« †0,1‡ at Dr=10, De=0.05,Rv=0.1, and �=0.1
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a result, for instance, of smaller air gap�. Noting that ux
s =1 /hs,

elongational effects are expected to be higher for flow with lower
inertia as depicted from the distributions of normal stresses �Figs.
2�b� and 2�c�� and normal stress difference �Fig. 2�d��. However,
there is a significant increase in normal stress near the take-up
point �relative to the level at the die exit� resulting from inertia.
The origin of this localized normal stress buildup lies in the in-
crease of elongational rate, dux

s /dx with inertia �see Fig. 2�a��. In
this case, �xx

s becomes clearly the dominant normal stress compo-
nent, reaching approximately ten times the level of �zz

s at the
take-up point. Note that the overall normal stress ratio can be
estimated to be roughly equal to �xx

s /�zz
s �2Deux,x

s +1 /2Deux,x
s −1.

Seyfzadeh et al. �3� recently published quantitative experimental
results for the characterization of film-casting process of PET.
They measured the temperature and the local velocity over the
region between the die exit and the take-up point. Their data in-
dicate that the film velocity within the air gap decreases with
increasing velocity at the die exit. This trend corresponds to the
film thickness increasing with Reynolds number, a trend con-
firmed in Fig. 2�a� of the current work. A similar effect of inertia
was also predicted by Beris and Liu �16�, who theoretically ex-
amined fiber spinning, but limited their analysis to upper-
convected-Maxwell fluids.

The effect of elasticity is examined by varying the Deborah
number over the range De� �0,0.09�, at Dr=10, in the absence of
inertia. The remaining parameters are the same as in Fig 2. The
resulting steady-state profiles are depicted in Fig. 3. The film
thickness is essentially unaffected by elasticity over the range of
De considered but decreases overall as De increases. In addition,
and in contrast to the normal stress profiles, the effect of elasticity
on hs is opposite to that of inertia. This is consistent with the
numerical results on film casting of viscoelastic fluids �modified
convected-Maxwell model� by Anturkar and Co �8�, who ob-
served the velocity to increase with Deborah number. More im-
portantly, Figs. 3�b� and 3�c� indicate that elasticity has a drastic
influence on the normal stress components. Interestingly, however,
elasticity does not seem to affect the normal stress difference �see
Fig. 3�d��. This can be seen by recalling normal stress estimates as

�xx
s �2aux,x

s /1−2Deux,x
s and �zz

s �2aux,x
s /1+2Deux,x

s Clearly, in
this case, since ux,x

s �0, the streamwise component increases as
De increases, while the transverse component decreases in mag-
nitude with De. This trend is in agreement with Olagunju’s nu-
merical analysis results of the extensional deformation of a vis-
coelastic filament under exponential stretching �30�. The resulting
normal stress difference, which is estimated by �xx

s −�zz
s

�4aux,x
s /1−4De2ux,x

s2 , remains unaffected in the relatively small
elasticity range.

It is surprising, nevertheless, to find that the normal stress dif-
ference is insensitive to changes in De given its relation to the
axial force, FS, in the film. This relation is recalled here for con-
venience:

Fs = hs�xx
s = hs�4aRvux,x

s + �xx
s − �zz

s � �40�

Indeed, Chang and Denn measured this force for fiber spinning for
Newtonian corn syrup and viscoelastic dilute solution of polyac-
rilamide in corn syrup �31�. They found that the force increases
with elasticity, which contradicts the present theoretical predic-
tions. Since the film thickness and the normal stress difference
change very little with De, so does the force, according to Eq.
�40�. This contradiction can be explained as follows. First, con-
sider the case De=0.001, which should essentially correspond to
Newtonian film. Indeed, with inertia and gravity effects neglected,
the velocity and total stress component in the streamwise direction
reduce, respectively, to

ux
s = ex ln�Dr�, �xx

s = 4ux,x
s = ln�Dr�ex ln�Dr� �41�

At the take-up point and for Dr=10, �xx
s =92. The total stress for

the PTT film considered here with De=0.001 and �=0.1 is �xx
s

=93.2, a value that is very close to that for Newtonian fluid. In the
experiment �32�, the two fibers were of equal constant viscosity
and were drawn isothermally at the same extrusion rate and spin-
line length. The force required to draw the viscoelastic fiber was
observed to be considerably greater than the force for Newtonian
fiber. The discrepancy between experiment and current theory can
be attributed to the relatively large value of the parameter �

Fig. 3 Influence of elasticity on „a… the film thickness hs, „b… the polymeric
stress in the streamwise direction �xx

s , „c… the polymeric stress in the depth-
wise direction �zz

s , and „d… the primary normal stress difference �xx
s −�zz

s , for
the range De« †0,0.1‡ at Dr=10, Re=0, Rv=0.1, and �=0.1
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�=0.1�, which is not unrealistic �28�, and which tends to oppose
the effect of elasticity on the flow. As a result, significant rise of
the stress difference is not observed. The effect of � is therefore
important and will be examined next.

The role of the parameter �, which is related to the rate of
destruction of polymeric network junctions, is now examined over
the range �� �0,0.2�, De=0.09, and Rv=0.1. In order to empha-
size elastic effects, inertia is neglected in this case �Re=0�. Figure
4 shows the resulting steady-state profiles. In general, the film
thickness �Fig. 4�a�� increases and stress �Figs. 4�b� and 4�c��
decreases with increasing �. The effect of � on hs is similar to the
effect of inertia observed in Fig. 2. This is understandable since
increasing the rate of destruction of polymer junctions is expected
to make the fluid behave more like Newtonian. This is reflected by
Eqs. �25� and �26�, which, in the limit of large �, lead to vanishing
�polymeric� normal stress components. This is also confirmed
from Figs. 4�b�–4�d�, which show the overall decrease in normal
stress effect with �. Figure 4�b� indicates that �xx

s increases lin-
early near the take-up point. In particular, the stress value is sig-
nificantly large for �=0 �Oldroyd-B film�. This latter case repre-
sents nearly critical conditions �for De=0.09�. Indeed, for an
Oldroyd-B fluid, �xx

s becomes singular at the take-up point as De
approaches 0.1. The stress decreases considerably as � increases,
thus eliminating the singularity �for ��0�. It is interesting to
observe that, as � increases, the maximum drop in �zz

s occurs at
x�0.25, whereas the maximum jump in �xx

s occurs at the take-up
point. Comparison between Figs. 3�d� and 4�d� clearly reflects a
dramatic increase as � decreases. In fact, the force has more than
doubled between �=0.1 and 0 for De=0.09. In this case, since a
decrease in the level of fluid degradation is commensurate with an
increase in elasticity level, the current theory agrees with the find-
ings of Chang and Denn �32�, suggesting that the viscoelastic
liquid used in the experiment is close to an Oldroyd-B fluid. This
is further demonstrated next.

The force in the film does not always increase with Deborah
number; however, as it depends on the level of inertia and �. The
interplay between inertia and elasticity is depicted in Fig. 5. The
primary normal stress difference at the take-up point is plotted in

Fig. 4 Influence of parameter � on „a… the film thickness hs, „b… the poly-
meric stress in the streamwise direction �xx

s , „c… the polymeric stress in the
depthwise direction �zz

s , and „d… the primary normal stress difference �xx
s

−�zz
s , for the range �« †0,0.2‡ at Dr=10, Re=0, Rv=0.1, and De=0.05

Fig. 5 Dependence of the primary normal stress difference at
x=1 on Reynolds number for the range De« †0.001,0.1‡ at Rv
=0.1, „a… �=0, and „b… �=0.1
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the figure against Re over the range De� �0.001,0.1� at Dr=10
for �=0 �Fig. 5�a�� and 0.1 �Fig. 5�b��. The dependence of the
normal stress difference on Re at �=0 is linear for small De �Fig.
5�a��. However, as De increases, this dependence becomes non-
monotonic, exhibiting a minimum. This minimum occurs at Re
�0.5 when De=0.08. It is approximately at this level of elasticity
that the normal stress difference is least sensitive to change in
inertia. The value of Re at the minimum of the normal stress
difference increases with De. There is a strong increase of normal
stress effect with De for small Re. Eventually, a singularity
emerges at De=0.1 �infinite normal stress in the limit Re→0�.
This reflects an anomalous or unrealistic response when inertia is
neglected for fluids of the Boger type. For higher-inertia flow
�Re�0.25�, the response of normal stress with elasticity is
nonmonotonic.

This nonmonotonicity is further accentuated when ��0. The
situation is typically illustrated in Fig. 5�b� for �=0.1. In contrast
to Oldroyd-B fluids �Fig. 5�a��, normal stress difference increases
monotonically �almost linearly� with inertia as Fig. 5�b� indicates.
However, the dependence of normal stress on De is less obvious.
For small inertia �Re�0.5�, the normal stress difference decreases
as De increases, reaching a minimum �in the vicinity of De
=0.045� and increases thereafter with De. For higher-inertia flow
�Re�0.5�, normal stress decreases monotonically with De. In the
experiment of Chang and Denn �32�, Re was in the order of 10−3,
and the force was found to increase with elasticity. Since the ex-
periment was performed for the range De�0.1, the current theory
agrees with experiment �based on the low-Re values in Fig. 5�a��,
suggesting that the experimental fluid used has a very small �
value.

The effect of � is further assessed by examining the elonga-
tional viscosity, �e, which is defined as the ratio of the normal
stress difference and the elongation rate. Figure 6 shows the de-
pendence of �e /� on the rate of elongation over the range �
� �0,0.2� at De=0.09. Homogeneous elongational flow condi-
tions are assumed. When �=0, the Oldroyd-B model is recovered
and the viscosity increases indefinitely with dux

s /dx as it ap-
proaches asymptotically some critical value of the elongation rate.
This value changes with the Deborah number as 1 / �2De�. When
��0, the viscosity profile exhibits a maximum instead of a sin-
gularity. The maximum weakens and occurs at lower elongation
rate as � increases. Monotonic increase of elongational viscosity
with elongation rate, as predicted with the Oldroyd-B model, is
not characteristic of most experimental data. Experiments usually
show a maximum in the elongational viscosity �33�. A good fit of

experimental data with the PTT model for elongational flow has
been reported in the literature �17,20,28�. There is a strong con-
nection between the dependence of elongational viscosity on the
rate of elongation and the marginal stability picture. This will be
discussed next.

3.2 Linear Stability. The interplay between elasticity and in-
ertia and the onset of draw resonance are now examined through
linear stability analysis. The eigenvalue problem is treated as two-
point boundary-value problem as discussed above. This approach
is convenient, and its validity has been established for a Newton-
ian fluid by Cao et al. �34�. The influence of inertia and elasticity
on the stability of the film is assessed first by examining the de-
pendence of the critical draw ratio on Re and De. The neutral
stability curves, which separate the stable and unstable domains,
are obtained for the range Re� �0,0.3� at Rv=0.1 and �=0, which
corresponds to the Oldroyd-B fluid. The critical draw ratio is plot-
ted against De in Fig. 7. The neutral stability curves in the figure
show that two or three critical draw ratios may exist for a given
De. In the absence of inertia �Re=0�, only one marginal stability
branch exists. A similar branch exists for Re�0, which will be
referred to as the primary branch. The region of instability is
engulfed by the branch. Anturkar and Co �8� used a shooting
method in their linear stability analysis of film casting of the
modified convected-Maxwell model. They neglected inertia in
their analysis. In the limit of zero Reynolds number, the current
results agree with those of Anturkar and Co �8�. As the Reynolds
number increases, secondary branches appear. The primary branch
indicates a reduction in the unstable region resulting from inertia.
As Re increases from zero, the primary branch breaks, leading to
a secondary branch, as illustrated by the stability curves for Re
=0.1. Similar abrupt ending of the stability curves was reported by
Beris and Liu �16� for fiber spinning of upper-convected-Maxwell
fluids. However, no secondary branches were reported. As Re in-
creases further �refer to the flow with Re=0.2 and 0.3�, the gap
between the two branches widens.

Further insight into solution multiplicity and branching is
gained by varying �. Recall that an increase in polymer degrada-
tion should lead to somewhat similar qualitative flow response as
an increase in inertia since in both cases the flow behaves closer to
that of a Newtonian fluid. The influence of � on the marginal
stability is examined in Fig. 8 for the range �� �0,0.2� in the
absence of inertia. It is interesting to note at the outset the close
correlation between the marginal stability curves in Fig. 8 and the
curves for elongational viscosity in Fig. 6. Figure 8 shows that the
lower critical draw ratio is insensitive to changes in � for small
Deborah number �up to De�0.002�. As De further increases, the

Fig. 6 Dependence of the elongational viscosity on the rate of
elongation for the range �« †0,0.2‡ at De=0.09 and Rv=0.1. Ho-
mogeneous elongational flow is considered.

Fig. 7 Effect of inertia on the critical draw ratio Dr
c, for the

range Re« †0,0.2‡ at �=0 and Rv=0.1

081501-8 / Vol. 130, AUGUST 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



curves for zero and nonzero � exhibit different behaviors. For
large � ���0.15�, the critical draw ratio decreases monotonically
with De, indicating that elasticity has a consistent destabilizing
effect. For moderately large � �0.05���0.15�, Dr

c increases with
De, reaches a maximum, and then decreases. This maximum in
critical draw ratio corresponds to the maximum in the elonga-
tional viscosity. In this case, elasticity tends to have a stabilizing
effect for a small range of De values �in the vicinity of the maxi-
mum�. For small � �0���0.1�, the maximum becomes more
localized, and eventually the marginal curve displays a disconti-
nuity. Correspondingly, the elongational viscosity experiences a
sharp increase �see Fig. 6�. For an Oldroyd-B fluid, only one
branch exists with a turning point, and elasticity is entirely stabi-
lizing in the range De�0.013. It is somewhat surprising to find
that elasticity can be stabilized for moderately small � �near the
maximum in critical draw ratio�, given the relatively significant
normal stress effect. However, one should expect that for real
fluids, � would be large enough for the stability curve to remain
continuous.

It is expected that real fluids exhibit some degree of polymer
degradation and a certain level of inertia upon flow. Figure 9
illustrates the interplay between inertia and elasticity over the
ranges Re� �0,0.15� and De� �0,1� at �=0.1. In general, inertia
tends to have a stabilizing effect at any elasticity level. Moreover,
there exists a range of De values for which this stabilization is
enhanced. This is reflected here by the strengthening of the maxi-
mum and the emergence of a second maximum as Re increases.
The degree of stabilization due to inertia is further depicted from
Fig. 9�b�, where Dr

c is plotted against Re over four decades of the
Deborah number. Dr

c increases monotonically with Re, essentially
exponentially in the higher Re range. The strongest stabilizing
effect of inertia is observed for intermediate elasticity level �De
=0.1�. The overall influence of inertia and elasticity on the stabil-
ity is inferred from the three-dimensional perspective in Fig. 9�c�.

Further increase of Re leads to the breakup of the neutral sta-
bility curves. This situation is depicted in Fig. 10, where the de-
pendence of Dr

c on De is plotted over the range Re� �0.1,0.3� at
�=0.1. It is observed from the figure that the first maximum
weakens and eventually disappears, while the second maximum
shifts to infinity as Re increases.

In the absence of inertia, � was shown above to have a strong
effect on the stability picture. In particular, it was found that the
marginal stability curves tend to exhibit a discontinuity for small
� �refer to Fig. 8�. The emergence of this discontinuity can be
further understood in the presence of small inertia. Figure 11 dis-
plays the marginal stability curves when Re=0.1, over the ranges

�� �0,0.1� and De� �0.0001,1�. The neutral stability curve is
continuous for large � ��0.075�. As � decreases, a maximum
develops, at which the curve eventually splits into two branches,
the primary branch �on the left� and the secondary branch �on the
right�. For yet smaller �, only the primary branch seems to persist,
exhibiting a change in concavity, leading eventually to the emer-
gence of a minimax. The maximum becomes particularly stronger
as � decreases, leading eventually to a new split in the �primary�
branch at the maximum location. This phenomenon is typically
illustrated by the curves �=0.01 and 0.005.

3.3 Effect of Stress Boundary Conditions. The effect of
stress boundary conditions on the steady-state flow and its stabil-
ity is examined in this section. The boundary conditions for stress
are not obvious, as they depend on the prehistory of the fluid

Fig. 8 Effect of parameter � on the critical draw ratio Dr
c, for

the range �« †0,0.2‡ at Rv=0.1. Inertia is neglected.

Fig. 9 Influence of inertia and elasticity on the critical draw
ratio Dr

c, over the range Re« †0,0.15‡ and De« †0.0001,1‡, at �
=0.1 and Rv=0.1
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inside the die and in the die swell region. Different boundary
conditions have been adopted in the literature, such as a homoge-
neous elongational flow �maximum die swell� �11,16�, Newtonian
exit conditions �13�, and stress values determined from an
asymptotic analysis �14�. In what follows, the homogeneous,
Newtonian, and asymptotic boundary conditions will be referred
to as HBCs, NBCs and ABCs, respectively. The implementation
of HBCs has already been outlined in Sec. 3.1. The NBCs are
obtained by setting De=0 in Eqs. �25� and �26�, leading to

�xx
0 = 2a

dux
s

dx
, �zz

0 = − 2a
dux

s

dx
�42�

Purely Newtonian conditions are justified by the assumption that
existing extra stresses are relaxed during the die swell and poly-
mer molecules have not been significantly stretched yet in this
region �13�. The third type of boundary conditions, ABCs, was
obtained Denn et al. �14� who carried out an asymptotic analysis
of the drawn viscoelastic fiber at very large tensile stress,
1 /DeFs→0, where FS is a dimensionless tensile force. In this
limit, an asymptotic series in 1 /DeFs can be obtained as regular
perturbation expansion. They conclude that the influence of �xx

0 is
important only close to x=0, and �xx

0 can be set equal to 1 without
seriously affecting the flow further downstream. The analysis also
indicates that in this limit case, the ratio of radial-to-axial stress

becomes small, thus �zz
0 0 �28�. Similar analysis for film casting

was carried out by Anturkar and Co �8�. Their results lead to the
same conclusions as those of Denn et al. �14�.

The effect of elasticity on the boundary condition �HBCs,
NBCs, and ABCs� for normal stress at x=0 is illustrated in Fig.
12. The range of Deborah numbers is De� �0,0.15�, with �
=0.1, Rv=0.1, Re=0, and Dr=10. The stress magnitudes using
ABCs are consistently lower than those using HBCs and NBCs.
Expectedly, the curves corresponding to HBCs and NBCs ema-
nate from the same values for very small De. However, the curves
deviate one from another as De increases. The increase �decrease�
in the magnitude of �xx

0 ��zz
0 � with the level of elasticity is of

course expected. Hence, the HBCs lead to a more realistic predic-
tion for stress boundary conditions than both the NBCs and ABCs.

Regardless of the type of stress conditions imposed at x=0, the
crucial issue remains as to the way these boundary conditions
influence the flow further downstream. This issue is now ad-
dressed by examining the steady-state profiles for the three types
of stress conditions. Figure 13 shows the film thickness, the
streamwise stress, the depthwise stress, and the primary normal
stress difference distributions along x for Dr=10, De=0.09, Re
=0, Rv=0.1, and �=0.1. The film thickness profiles �Fig. 13�a��
do not seem to differ significantly when the HBCs and NBCs are
used. However, the thickness predicted with ABCs experiences a
sudden drop near x=0 and then slowly approaches the curves
based on HBCs and NBCs. Overall, the type of exit stress condi-
tions used does not have a significant effect on film thickness far
downstream. However, the streamwise stress profiles in Fig. 13�b�
and the normal stress difference profiles in Fig. 13�d� clearly show
that different stress conditions affect the stress distribution up to
the take-up point. The streamwise stress profiles with NBCs and
ABCs lie consistently below the HBC curve. Agreement in all
three cases appears to be limited to the middle air-gap region. In
contrast, significant discrepancy is predicted for the depthwise
stress near the exit �Fig. 13�c��. The depthwise stress based on
NBCs exhibits a rather strong maximum near x=0. Note also that
the profile for HBCs predicts in the most of the domain smallest
stress.

Since the stress boundary conditions are found to influence the
steady-state flow, it is useful to assess their effect on the stability
region. Figure 14 shows the Dr

c curves against De at Re=0, Rv
=0.1, and �=0.1, for the three stress boundary conditions. The
critical draw ratio is insensitive to changes in imposed stress con-
ditions for small Deborah number �De�0.003�. For larger De, the
critical draw ratios predicted for the three boundary conditions
remain only qualitatively the same. If the homogeneous elonga-

Fig. 10 Influence of inertia and elasticity on the critical draw
ratio Dr

c, over the range Re«0.1,0.3 and De« †0.0001,1‡ at �
=0.1 and Rv=0.1

Fig. 11 Effect of parameter � on the critical draw ratio Dr
c, over

the range �« †0,0.1‡ at Re=0.1 and Rv=0.1

Fig. 12 Effect of elasticity on normal stresses at x=0 for
HBCs, NBCs, and ABCs
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tional flow is considered to be closest to the exact conditions at
x=0, then the NBCs �ABCs� cause Dr

c to notably underestimate
�overestimate� the critical draw ratio.

4 Concluding Remarks
The interplay between inertia and elasticity is examined for the

film casting of PTT fluids. This constitutive model is used for its
accurate prediction of elongational flow �20�. Linear stability
analysis is carried out to predict the critical draw ratio for insta-
bility. The resulting eigenvalue problem is treated as a two-point
boundary-value problem. The steady state is determined simulta-
neously as part of the eigenvalue problem. It is found that seem-
ingly negligible inertia can have a drastic influence on the steady
state and stability picture. This is the case of flow at Re
�O�0.1�, which can correspond to practical processing condi-
tions. The steady-state film tends to contract at low Reynolds
number; this contraction, however, is significantly diminished by

inertia. The polymeric normal stresses and the primary normal
stress difference decrease in the most of the air gap as inertia
increases. In contrast, the stress and stress difference increase con-
siderably near the take-up point due to a dramatic increase in the
elongation rate. Elasticity is found to oppose inertia effect as it
enhances film contraction and increases the stremwise stress. The
depthwise stress decreases as elasticity increases. The resulting
normal stress difference remains relatively unaffected by elastic-
ity. However, experimental results suggest that the drawing force
increases with elasticity �32�. This discrepancy is attributed to a
relatively large value of the polymer destruction parameter �,
which opposes the effect of elasticity. This is also supported by
the results on the effect of �, where the film thickness and normal
stress profiles approach Newtonian levels as � increases.

Inertia is generally found to enhance flow stability. In the ab-
sence of inertia and at �=0, the analysis predicts critical draw
ratios that form an envelope to an unstable region. The flow is
stable to the infinitesimal disturbances outside the envelope. The
unstable region reduces as inertia increases. For Re�0.05, there
are two branches of the neutral stability curve as opposed to only
one branch in the absence of inertia. The situation changes sig-
nificantly when ��0. In this case, the unstable region expands
with �. Moreover, the elasticity destabilizes the flow at large val-
ues of �. The inertia is in this case most effective in stabilizing the
flow of a fluid with viscosity increasing with elongation. Finally,
the influence of stress boundary conditions on the steady-state
flow and its stability is also examined. In this case, HBCs, NBCs,
and ABCs are considered. Low-elasticity fluids are found to be
insensitive to the different stress boundary conditions imposed.
However, appreciable differences in the predicted onset of draw
resonance are observed for higher-elasticity fluids. Critical draw
ratios based on Newtonian �asymptotic� conditions are found to
overestimate �underestimate� the critical draw ratios based on ho-
mogeneous stress boundary conditions.
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Fig. 13 Effect of the stress boundary conditions on „a… the film thickness
hs, „b… the polymeric stress in the streamwise direction �xx

s , „c… the polymeric
stress in the depthwise direction �zz

s , and „d… the primary normal stress
difference �xx

s −�zz
s , at �=0.1, Dr=10, De=0.09, Rv=0.1, and Re=0

Fig. 14 Effect of the stress boundary conditions on the critical
draw ratio Dr

c, at Re=0, Rv=0.1, and �=0.1
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Confined Swirling Flows of
Aqueous Surfactant Solutions Due
to a Rotating Disk in a Cylindrical
Casing
In this study, confined swirling flows of an aqueous surfactant solution due to a rotating
disk in a cylindrical casing were investigated using a sectional flow visualization tech-
nique and a two-component laser Doppler velocimetry system. The concentrations of
aqueous surfactant solutions �C14TASal� are 0.4 wt %, 0.8 wt %, and 1.2 wt %. Rheo-
logical properties such as shear viscosity and first normal stress difference of the surfac-
tant solution were measured with a rheometer. The patterns of secondary flow were
classified using the Reynolds and elasticity numbers. We revealed that the projection
formed near the center of the rotating disk moved up and down at a constant frequency
for C14TASal 0.8 wt % and 1.2 wt %, which has not been reported as far as we know. The
effects of the Reynolds number, elasticity number, and aspect ratio on the velocity profiles
were clarified. It was also found that the region of rigid body rotation existed at the
higher Reynolds number tested for C14TASal 0.4 wt %. �DOI: 10.1115/1.2956593�

Keywords: confined swirling flow, surfactant solution, secondary flow, flow visualization,
LDV measurement

1 Introduction
The study of confined swirling flows of viscoelastic fluids is

attractive from a scientific point of view for constructing rheologi-
cal models owing to the well-defined boundary condition, and its
understanding is of great importance in many process engineering
applications, fluid machinery such as viscous coupling and vis-
cous heater that uses fluid friction, and rotary agitators of vis-
coelastic fluids. Therefore, many experimental studies have been
conducted to examine the fundamental flow behavior in the con-
fined swirling flow of a polymer solution, which is a typical vis-
coelastic fluid.

A pioneering study on the viscoelastic swirling flow due to a
rotating disk in a cylindrical casing was conducted by Hill �1�,
who observed that the secondary flow direction of polymer solu-
tions was opposite to that of Newtonian fluids due to the elastic
force. Day et al. �2� observed the ring vortex near the center of the
rotating disk, and Escudier and Cullen �3� found the double-cell
structure of the secondary flow using the flow visualization tech-
nique. Recently, Moroi et al. �4� and Itoh et al. �5� investigated the
velocity fields of the confined swirling flow using particle tracking
velocimetry �PTV� and laser Doppler velocimetry �LDV� mea-
surements, respectively. Moreover, Stokes et al. �6,7� performed
particle image velocimetry �PIV� measurements of confined swirl-
ing flows of a range of low-to high-viscosity flexible polyacryla-
mide solutions with a constant viscosity �Boger fluids� and a semi-
rigid xanthan gum Boger fluid and clarified the inertia and
elasticity effects on velocity fields. Stokes and Boger �8� investi-
gated unsteady �chaotic� secondary flow using flow visualization
and presented a stability boundary diagram for the confined swirl-
ing flow of polyacrylamide Boger fluids. Quite recently, Tamano
et al. �9� investigated the unsteady confined swirling flow of poly-
mer solutions with the shear-thinning property using the flow vi-

sualization technique and found a new phenomenon of vortex
shedding. The ring vortex is formed near the center of the rotating
disk and grows larger, and it is finally shed in the axial direction.
This process is repeated periodically and is totally different from
the spiral instability �continuous vortex shedding� described in
Day et al. �2�, Stokes et al. �7�, and Stokes and Boger �8�.

In addition to the experimental study, there are some analytical
and numerical studies on the confined swirling flow of viscoelas-
tic fluids. A pioneering analytical study on the confined swirling
flow of viscoelastic fluids due to a rotating disk in a cylindrical
casing was performed by Kramer and Johnson �10�, who showed
the reversed secondary flow and double-cell structure. Xue et al.
�11� performed a fully three-dimensional numerical simulation of
viscoelastic swirling flows in a confined cylinder using the upper
convected Maxwell �UCM� and Phan-Thien–Tanner �PTT� mod-
els and compared the results with the available experimental re-
sults in terms of the vortex breakdown and double-cell structure.
Moroi et al. �4� and Itoh et al. �5� performed the axisymmetric
numerical simulation of confined swirling flows of viscoelastic
fluids due to a rotating disk using the constitutive models, such as
the power law, PTT, and Giesekus models, and compared the re-
sults with the experimental data on the velocity profiles. Siginer
�12� analytically investigated the instability and bifurcations of the
secondary flow pattern of viscoelastic fluids in the meridional
plane in the confined rotating disk geometry.

The rheological properties of surfactant and polymer solutions
are generally similar since the behavior of wormlike micelle so-
lutions is similar to that of polymer solutions. However, the mi-
celles, which are in a state of thermodynamic equilibrium within
the solvent, can be continuously broken and reformed, unlike a
covalently bonded polymer backbone �13�. Therefore, a surfactant
solution can be a promising fluid for engineering applications.
However, there have been no studies on the confined swirling flow
of a surfactant solution, which is less affected by the mechanical
degradation, unlike the polymer solution, while there are experi-
mental studies on a swirling flow of dilute surfactant solutions
with a free surface due to a rotating disk �14–16� and correspond-
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ing analytical and numerical studies �17–19�. There are also ex-
perimental studies of a turbulent swirling pipe flow of dilute sur-
factant solutions �20,21�.

In this study, first, the flow patterns of confined swirling flows
for the concentrated surfactant solutions �0.4 wt %, 0.8 wt %, and
1.2 wt %� due to a rotating disk were clarified by the sectional
flow visualization. Then, LDV measurements were conducted to
clarify the radial and axial distributions of azimuthal and axial
velocity components in order to clarify the effects of the Reynolds
number, elasticity number, and aspect ratio. In addition, we inves-
tigated the period and region of the projection oscillation observed
for C14TASal 0.8 wt % and 1.2 wt %.

2 Experimental Apparatus and Procedure
The experimental apparatus used in the present study is shown

in Fig. 1. The main body consists of a rotating disk enclosed in a
casing. The surface of the rotating disk is smooth, and the outside
diameter is 180 mm �R=90 mm�. The disk is painted black to
reduce the effect of reflected light. The aspect ratios of the dis-
tance H between the casing end wall and the rotating disk to the
radius of the rotating disk R were H /R=2.0 and 1.0. The disk is
driven by a motor and decelerator with an inverter control. The
clear acrylic casing is cylindrical with an inner diameter of
181 mm. The exterior is rectangular, with a length on one side of
215 mm, to minimize the effect of light refraction while observing
cross sections. In this study, r, �, and z represent the radial, azi-
muthal, and axial directions, respectively, and their origin is at the
center of the upper stationary disk �see Fig. 1�.

The working fluids were aqueous surfactant solutions
�C14TASal�, whose concentrations were 0.4 wt %, 0.8 wt %, and
1.2 wt %, and consisted of n-tetra decyltrimethyl ammonium bro-
mide �C14TABr� and sodium salicylate �NaSal�. The molar ratio
of NaSal to C14TABr was 1. Working fluids were mixed by the
stirrer for more than 5 h, then allowed to rest for more than 2 day
to allow air bubbles to escape.

The shear viscosity � and the first normal stress difference N1
of the working fluid were measured using a cone-and-plate-type
rheometer �rheology, SR-5, cone angle �=2.3 deg, diameter d
=40 mm�. The uncertainty intervals of the data for � and N1 are
5% and 10%, respectively, of their absolute values. Measurements
of � and N1 were conducted at the solution temperature T
=22°C.

As a visualization dye, the mixture of rhodamine B and the
working fluid �C14TASal� was used. Note that the chemical reac-

tion between the rhodamine B and C14TASal solutions was not
observed in the present study. For the sectional visualization, the
visualization dye was quasisteadily injected in the meridian sec-
tion �r-z section� using a homemade injector, and the meridian
section was illuminated by the slit light source �halogen, output:
1500 W, slit width: 3 mm�. After increasing the rotation speed of
the disk quasisteadily, the streak line was observed and main-
tained for more than 2 h. The images obtained for sectional flow
visualization were captured by a digital video camera �DCR-
VX200, Sony, Ltd.�.

The two-component LDV system �300 mW argon-ion laser,
Kanomax, Ltd.� was used in the backscatter mode. The laser light
was separated into blue and green beams with wavelengths of
514.5 nm and 488.0 nm, respectively. The measuring volumes are
0.072�0.864 mm2 for the green beams and 0.068�0.824 mm2

for the blue beams. The flow was seeded with nylon powder par-
ticles �mean diameter: 4.1 �m and specific gravity: 1.02, Ka-
nomax, Ltd.�. LDV measurements under fluid temperature T
=22°C were made. The pedestal component was reduced by the
high-pass filter of the commercial signal processing system
�Model 8007, Kanomax, Ltd.�, and the high-frequency noise and
Nyquist frequency were reduced by the low-pass filter. In order to
validate the present LDV measurements, we performed the LDV
measurements at the aspect ratio H /R=2 and at the Reynolds
number Re=140 for the confined swirling flow of a Newtonian
fluid �90 wt % glycerin in water�, and we compared the experi-
mental data on the axial distribution of the azimuthal velocity
component V� / �R�� at radial locations r /R=0.5 and 0.8 with the
corresponding numerical data obtained by the axisymmetric nu-
merical simulation for Newtonian fluids �see Fig. 2�. Figure 2
shows that the accuracy of present LDV measurements is almost
satisfactory.

3 Rheological Properties
Figures 3�a� and 3�b� show measurements of the shear viscosity

� and the first normal stress difference N1 at the solution tempera-
ture of 22°C, respectively. The solid lines represent the fitting
curves of the Giesekus model �22�. The shear viscosity � in-
creases with the increase in the concentration C of C14TASal so-
lutions. Shear thinning can also be observed where the shear vis-
cosity decreases gradually with the increase in shear rate �̇. The
first normal stress difference N1 increases by increasing both C
and �̇. It was confirmed that the shear viscosity and the first nor-
mal stress difference hardly changed before and after a test run,
which indicates no appreciable degradation of working fluids dur-
ing a test run. The density � of water was used for C14TASal
solutions.

Table 1 shows Giesekus model parameters �0, �, and 	, which
were obtained by fitting the Giesekus model curve with measure-
ments of � and N1 best. �0 and 	 are the zero shear viscosity and
relaxation time, respectively. � is the mobility factor, which is
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Inverter

r

z
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H R

o

o

Fig. 1 Experimental apparatus
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Fig. 2 Axial distribution of azimuthal velocity component for
Newtonian fluid at Re=140 and H/R=2
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between 0 and 1 �22�. Note that the Giesekus model curve coin-
cides better with the measurement of �, rather than the measure-
ment of N1.

In the present study, the Reynolds number Re0 and elasticity
number E0 are defined as follows:

Re0 =
�R2�

�0
�1�

E0 =
	�0

�R2 �2�

Here, � is the angular velocity of the rotating disk and was varied
from 1 to 37 rad /s in the present study. Re0 and E0 are evaluated
by the Giesekus model parameters shown in Table 1. The elastic-
ity number E0 increases with the increase in the concentration C,
and it is constant for a value of C.

4 Flow Visualization

4.1 Secondary Flow Patterns. Figure 4 shows the three
kinds of typical secondary flow patterns observed for C14TASal
0.8 wt % at H /R=2. The secondary flow, whose direction is op-
posite to that of the Newtonian fluid, i.e., inward near the rotating
disk in the radial direction, is formed. This reverse flow pattern is
generated due to the elastic stress �1,5,7,8�, and it is termed “type
R” in the present study. Figure 4�a� shows the secondary flow

pattern, in which an unsteady spiral vortex appears in the vicinity
of the central axis in addition to type R, that is termed “type Rs”
�reverse spiral�. Type Rs is different from the secondary flow pat-
tern for polymer solutions, in which an unsteady spiral vortex
appears in the vicinity of the central axis in addition to type R, as
reported in the previous studies �2,4,5,7,8�, which is termed “type
Rt” �reverse transition�. Thus, the pitch of the spiral vortex near
the central axis for surfactant solutions �type Rs� is much smaller
than that for polymer solutions �type Rt�.

Figure 4�b� shows the flow pattern, in which a projection is
formed near the rotating disk and then periodically moves up and
down. This flow pattern is termed “type PO” �projection oscilla-
tion�. In the case of type PO, the fluid transport can be observed
between the region within the projection and the region repre-
sented by the symbol A in the illustration of Fig. 4�b�.

The flow pattern, in which the secondary flow direction is the
same as that of Newtonian fluids, is termed “type N.” The flow
pattern, in which the steady projection is formed near the rotating
disk in addition to type N, is termed “Type Np” �Newtonian pro-
jection�. The typical secondary flow pattern for type Np is shown
in Fig. 4�c�.

In addition to the above flow patterns, we observed a flow
pattern, in which a double-cell structure with two cells aligned
laterally in the radial direction is formed. It is termed “type DC,”
and has been reported in the previous study �3,5,7� �not shown
here�.

Figure 5 shows the flow pattern for C14TASal 0.4 wt % at
H /R=2 and Re0=609, in which the flow around the rotating axis
is unstable and the axial flow along the rotating axis cannot be
observed. This flow pattern is termed “type VB” since the flow
pattern is somewhat similar to the vortex breakdown observed by
Stokes et al. �6�. Note that type VB is not quite the same as the
classic vortex breakdown bubble, but it is a typical flow pattern
observed for polymer solutions and Boger fluids when the elastic
flow competas with the Newtonian flow.

4.2 Summary of Flow Patterns. Using the Reynolds number
Re0 and the elasticity number E0, the secondary flow patterns
observed at H /R=1 and 2 in the present study are classified, as
shown in Fig. 6�a� and 6�b�, respectively. It is found that the
secondary flow pattern of surfactant solutions is basically the
same as those of polymer solutions and Boger fluids except for
type PO. For C14TASal 0.4 wt % in which the elasticity number is
smallest, the flow pattern changes with increasing Re0 to types R,
DC, N, and VB. For both C14TASal 0.8 wt % and 1.2 wt %, the
structure of the secondary flow changes to types Rs, DC, PO, Np,
and N, as the Reynolds number increases. Such variation in flow
pattern is the same at H /R=1 and 2. Note that type PO was not
observed for C14TASal 0.4 wt %, while type VB was not ob-
served for C14TASal 0.8 wt % and 1.2 wt %.

5 LDV Measurement

5.1 Effect of the Reynolds Number. Figures 7�a� and 7�b�
show the velocity vectors obtained by the LDV measurement
which is superimposed on the sectional flow visualization at
H /R=2 for C14TASal 0.4 wt % at Re0=87.0 and 261, respec-
tively. Velocity vectors at both Reynolds numbers show that the
secondary flow direction is the same as that of Newtonian fluids
and is consistent with the flow visualization �type N�. With in-
creasing Reynolds number, the circulation region of secondary
flow becomes larger and the center of circulation moves away
from the rotating disk.

In order to investigate the effect of Reynolds number on the
velocity profile quantitatively, radial distributions of azimuthal
and axial velocity components for C14TASal 0.4 wt % at z /H
=0.9 and H /R=2 are shown in Figs. 8�a� and 8�b�, respectively.
In these figures, numerical simulation results for the Newtonian
fluid are also presented for comparison. Figure 8�a� shows that
with increasing Reynolds number, the radial location of the maxi-
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Fig. 3 Rheological properties for steady shear flow of surfac-
tant solutions at T=22°C: „a… shear viscosity and „b… first nor-
mal stress difference

Table 1 Giesekus model parameters and elasticity number for
surfactant solutions

�0 �Pa s� � 	 �s� E0

C14 TASal 0.4 wt % 0.39 0.050 2.5 0.145
C14 TASal 0.8 wt % 2.24 0.040 2.8 0.774
C14 TASal 1.2 wt % 3.23 0.015 3.0 1.20
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mum of the azimuthal velocity V� / �R�� becomes closer to the
sidewall of the cylindrical casing, which indicates that the bound-
ary layer on the sidewall becomes thinner. The location of the
maximum of V� / �R�� for C14TASal 0.4 wt % is closer to the
sidewall compared to the Newtonian fluid at the corresponding
Reynolds number Re0. Considering that for a Newtonian fluid the

maximum of the azimuthal velocity shifts toward the sidewall
with an increase in the Reynolds number, this may be due to the
Reynolds number effect caused by the shear-thinning property,
which yields a decrease in the shear viscosity near the sidewall of
the cylindrical casing. The same tendency has also been observed
in a previous study �Moroi et al. �4�� at a lower Reynolds number.

Fig. 4 Typical secondary flow patterns for C14TASal 0.8 wt % at H/R=2:
„a… type Rs at Re0=1.51, „b… type PO at Re0=22.7, and „c… type Np at
Re0=49.2
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Note that the maximum of the azimuthal velocity shifts toward the
rotating axis due to the effect of the first normal stress difference
�see Fig. 9�b��. Positive and negative values of the axial velocity
component Vz / �R�� indicate that the secondary flow is directed
toward and away from the rotating disk, respectively. Therefore,
Fig. 8�b� indicates that the secondary flow direction for C14TASal

0.4 wt % at Re0=10.4 is opposite to those for C14TASal 0.4 wt %
at higher Reynolds numbers and that for the Newtonian fluid �type
R�.

5.2 Effect of the Elasticity Number. In order to investigate
the effect of an elasticity number on the velocity profile, radial

(a) (b)

Fig. 5 Secondary flow pattern for C14TASal 0.4 wt % at H/R=2 and
Re0=609 „type VB…

Fig. 6 Dependence of secondary flow patterns on E0 and Re0: „a… H/R=1 and „b… H/R=2

Fig. 7 Velocity vectors on the r-z plane for C14TASal 0.4 wt %: „a… Re0
=87.0 and „b… Re0=261
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distributions of the azimuthal velocity component V� / �R�� at
z /H=0.5, 0.7, and 0.9 and H /R=2 for C14TASal 0.4 wt % �E0
=0.145� and C14TASal 1.2 wt % �E0=1.20� are shown in Figs.
9�a� and 9�b�, respectively. The Reynolds numbers for C14TASal
0.4 wt % and 1.2 wt % are Re0=10.4 and 7.88, respectively,
where the secondary flow direction is opposite to that of the New-
tonian fluid �type R�. Radial distributions of the axial velocity
component Vz / �R�� at z /H=0.5, 0.7, and 0.9 and H /R=2 for
C14TASal 0.4 wt % and 1.2 wt % are also shown in Figs. 10�a�
and 10�b�, respectively.

Near the rotating disk �z /H=0.9�, the radial location of the
maximum of V� / �R�� for C14TASal 0.4 wt % �r /R=0.7� agrees
well with that of the Newtonian fluid, while the maximum loca-
tion for C14TASal 1.2 wt % �r /R=0.4� moves toward the rotating
axis compared to the Newtonian fluid �Fig. 9�. At z /H=0.9, the
strength of the secondary flow for C14TASal 1.2 wt %, in which
the flow direction is inward near the rotating disk in the radial
direction, is larger than that for C14TASal 0.4 wt %. Therefore, it
can be deduced that the larger amount of high angular momentum
near the edge of the rotating disk is transported inward in the
radial direction for C14TASal 1.2 wt %, where the elasticity num-
ber is larger than that of C14TASal 0.4 wt %.

Figure 10 shows that the absolute value of Vz / �R�� for
C14TASal 1.2 wt % at z /H=0.7 and 0.9 is much larger than that
for C14TASal 0.4 wt %.

Figures 9 and 10 also indicate that the difference in the axial
velocity component between C14TASal 0.4 wt % and 1.2 wt % is
larger than that in the azimuthal velocity component. This shows
that the secondary flow is more affected by the effect of the elas-
ticity number, while the main azimuthal flow is less affected.

5.3 Effect of the Aspect Ratio. In the case of a different
aspect ratio, the axial location from the rotating disk z��=H−z� is

also different even at the same nondimensional distance from the
upper stationary disk z /H. Therefore, to investigate the effect of
the aspect ratio �H /R=1 and 2� on the velocity profile, the axial
distributions of the azimuthal velocity component for C14TASal
0.4 wt % at Re0=87.0 are shown in Fig. 11, where the abscissa is
z� /R. Note that the profiles of the Newtonian fluid at H /R=1 and
2 overlap each other. The profile of V� / �R�� for C14TASal
0.4 wt % at H /R=1 agrees with that at H /R=2 at both radial
locations r /R=0.7 and 0.9. Note that the profiles of V� / �R�� at
H /R=1 and 2 cannot collapse if z /H is used as the abscissa. We
also confirmed that the profiles of radial and axial velocity com-
ponents, which correspond to the secondary flow velocity compo-
nents, were well scaled using the abscissa of z� /R �not shown
here�.

5.4 Region of Rigid Rotation. Figures 12�a�–12�c� show the
radial distributions of the azimuthal velocity component V� / �R��
at the axial locations z /H=0.3, 0.5, 0.7, and 0.9 and the aspect
ratio H /R=2 for C14TASal 0.4 wt % at the Reynolds number
Re0=87.0, 261, and 609, respectively. The profiles of V� / �R�� at
Re0=261 and 609 are linear in the regions of r /R
0.5 and r /R

0.8, respectively, and are independent of the axial location z /H,
which indicates that the fluid in these regions rotates with rigid
body rotation. On the other hand, the region of rigid body rotation
was not observed at Re0=87.0. For the Newtonian fluid, it is
known that the potential core region, in which the fluid rotates
with rigid body rotation, is formed between the boundary layers
on the upper and lower walls at much higher Reynolds numbers
�23�.

Next, radial distributions of the azimuthal velocity component
at z /H=0.3 and H /R=1 and 2 for C14TASal 0.4 wt % at Re0
=261 and 609 are shown in Fig. 13. V� / �R�� at H /R=1 is larger
than V� / �R�� at H /R=2, which is independent of the Reynolds
number. If the aspect ratio is the same, V� / �R�� at Re0=261 is
smaller than V� / �R�� at Re0=609. The angular velocities of the

Fig. 9 Radial distribution of the azimuthal velocity component
at H/R=2: „a… C14TASal 0.4 wt % and „b… C14TASal 1.2 wt %Fig. 8 Radial distribution of velocity for C14TASal 0.4 wt % at

z/H=0.9 and H/R=2: „a… azimuthal velocity component and „b…
axial velocity component
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rigid body rotation at �Re0,H /R�= �261,1�, �261,2�, �609,1�, and
�609,2� are 0.18, 0.043, 0.22, and 0.071 times that of the rotating
disk.

6 Oscillation Analysis

6.1 Period of Projection Oscillation. Figure 14 shows the
time variations of azimuthal and axial velocity components V� and
Vz for C14TASal 0.8 wt % at r /R=0.3, z /H=0.9, Re0=22.7, and
H /R=2, where the projection oscillation �type PO� was clearly
observed. It is found that V� and Vz are periodically oscillating
and the phase difference between V� and Vz is about 90 deg. Tak-
ing account of the angular momentum conservation, the phase
difference is explained as follows. When the fluid near the rotating

disk, where V� is relatively large, moves away from the rotating
disk �Vz
0�, V� becomes larger. On the other hand, when the
fluid away from the rotating disk, where V� is relatively small,
moves toward the rotating disk �Vz�0�, V� becomes smaller.

Next, we investigate the frequency of periodic oscillations for
the axial and azimuthal velocity fluctuations. Figures 15�a� and
15�b� show the power spectra of axial and azimuthal velocity
fluctuations �Pz and P�� for C14TASal 0.8 wt % at z /H=0.9,
Re0=22.7, and H /R=2. The number of sampling data was 2048
for the power spectrum analysis. At r /R=0.3 and z /H=0.9, a
distinct peak appears at the frequency f �0.1 Hz in the profile of
Pz. On the other hand, such a distinct peak cannot be observed in
the profile of P�, which seems to protrude at f �0.1 Hz, which
corresponds to the frequency of the peak of Pz.

To investigate the dependence of the period of projection oscil-
lation on the Reynolds number, the nondimensional period

Fig. 10 Radial distribution of the axial velocity component at
H/R=2: „a… C14TASal 0.4 wt % and „b… C14TASal 1.2 wt %
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Fig. 11 Axial distribution of the azimuthal velocity component
for C14TASal 0.4 wt % at Re0=87.0

Fig. 12 Radial distribution of the azimuthal velocity compo-
nent for C14TASal 0.4 wt % at H/R=2: „a… Re0=87.0, „b… Re0
=261, and „c… Re0=609
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T / �2� /�� of the projection oscillation versus Reynolds number
Re0 for C14TASal 0.8 wt % and 1.2 wt % at H /R=2 is shown in
Fig. 16. The period T / �2� /�� represents the rotation number of
the rotating disk during the once up and down oscillation. In the
figure, the data obtained by both the sectional flow visualization
and LDV measurement are presented. In terms of flow visualiza-
tion, the period T is obtained by measuring the time interval for
one oscillation from the time sequence of flow images �movie�.
The period obtained by flow visualization is the average of ten
measurements. In terms of LDV measurement, the period is ob-
tained by averaging the periods evaluated by the profiles of power
spectra at the different locations �z /H ,r /R�= �0.7,0.1�, �0.8, 0.1�,
and �0.9, 0.1�. It is found that the period is independent of the
Reynolds number Re0 for both C14TASal 0.8 wt % and 1.2 wt %,
where the period for the flow visualization almost agrees with that
for the LDV measurement. The period T / �2� /�� of projection
oscillation for C14TASal 1.2 wt % is smaller than that for
C14TASal 0.8 wt % with a smaller elasticity number. We con-
firmed that the period at H /R=1 was almost the same at H /R
=2 �not shown here�.

6.2 Region of Projection Oscillation. Figure 17�a� shows the
contour of the root mean square of the axial velocity fluctuation
Vzrms / �R�� on the r-z plane for C14TASal 0.8 wt % at Re0
=22.7 and H /R=2. In the figure, the darker area represents the
larger value of Vzrms / �R��. The contour is described using the
measurements at 19 and 10 points in the radial and axial direc-
tions, respectively. Near the rotating axis, the value of Vzrms / �R��
becomes larger as the rotating disk is approached, which is sup-
ported by the flow visualization. However, Vzrms / �R�� is rela-

tively large even near the side of the cylindrical casing, which
does not correspond to the flow visualization. This is because the
axial velocity fluctuation consists of various frequencies including
f =0.1 Hz near the sidewall. Therefore, the contour of the integral
value of the energy spectrum of filtered Vz is shown in Fig. 17�b�.
The filter band is between 0.05 Hz and 0.13 Hz, which includes
the frequency of the spectral peak of projection oscillation. It is
found in Fig. 17�b� that the region �black area�, in which the
velocity fluctuation with the frequency of projection oscillation is
dominant, exists only near the center of the rotating disk, which is
consistent with the flow visualization.

7 Conclusions
Confined swirling flows of an aqueous surfactant solution due

to a rotating disk in a cylindrical casing were investigated using a
sectional flow visualization technique and a two-component LDV
system. The aspect ratios of the distance between the casing end
wall and the rotating disk to the radius of the rotating disk were 1
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Fig. 13 Radial distribution of the azimuthal velocity compo-
nent for C14TASal 0.4 wt % at z/H=0.3
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Fig. 14 Time variations of V� and Vz for C14TASal 0.8 wt % at
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Fig. 15 Power spectra for C14TASal 0.8 wt % at z/H=0.9, Re0
=22.7, and H/R=2: „a… axial velocity component and „b… azi-
muthal velocity component
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and 2, respectively. The aqueous surfactant solutions �C14TASal�,
whose concentrations are 0.4 wt %, 0.8 wt % and 1.2 wt %, con-
sisted of C14TABr and NaSal. Rheological properties such as
shear viscosity and first normal stress difference of the surfactant
solution were measured with a rheometer. The patterns of the
secondary flow were classified using the Reynolds and elasticity
numbers. The effects of the Reynolds number, elasticity number,
and aspect ratio on the velocity profiles were investigated. The
main results of the present study may be summarized as follows.

�1� The secondary flow pattern of surfactant solutions is basi-
cally the same as those of polymer solutions and Boger
fluids except for type PO.

�2� The pitch of the spiral vortex near the central axis for sur-
factant solutions, which was observed at the relatively low
Reynolds number examined here, was much smaller than
that for polymer solutions.

�3� For C14TASal 0.8 wt % and 1.2 wt %, the projection was
formed near the rotating disk and moved up and down at a
constant frequency, while no such flow pattern was ob-
served for C14TASal 0.4 wt % with a smaller elasticity
number. The period of the projection oscillation and the
oscillating region were clarified by examining the energy
spectrum of velocity fluctuations.

�4� With the increase on the Reynolds number, the radial loca-
tion of the maximum of the azimuthal velocity becomes
closer to the sidewall of the cylindrical casing due to the
shear-thinning effect. On the other hand, the maximum of
the azimuthal velocity shifts toward the rotating axis due to
the effect of the first normal stress difference.

�5� The difference in the axial velocity component between
C14TASal 0.4 wt % and 1.2 wt % is larger than that in the
azimuthal velocity component, which indicates that the sec-
ondary flow is more affected by the elasticity number,
while the main flow is less affected.

�6� The region of rigid body rotation was revealed to exist at
the high Reynolds number tested for C14TASal 0.4 wt %.

In this study, we utilized the Giesekus model to determine the
Giesekus model parameters and evaluate the Reynolds and elas-
ticity numbers. Unfortunately, however, we could not predict the

modification of the flow pattern and the projection oscillation ob-
served in the present experiment using the corresponding numeri-
cal simulation of viscoelastic fluids with the Giesekus model at
the moment. Further effort in improving our numerical code
would be necessary in order to clarify whether the Giesekus
model is appropriate to model the confined swirling flow of sur-
factant solutions.
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Flow Induced Unstable Structure
of Liquid Crystalline Polymer
Solution in L-Shaped Slit
Channels
An experimental study has been conducted on unstable structures induced in two-
dimensional slit flows of liquid crystalline polymer solution. 50 wt % aqueous solution of
hydroxyl-propylcellulose (HPC) was utilized as a test fluid and its flow behavior in
L-shaped slit channels with a cross section of 1 mm height and 16 mm width was mea-
sured optically. The inner corner of the L-shaped channel was rounded off in order to
clarify the influence of the radius of curvature on the unstable behavior. A conversing
curved channel was also tested. The flow patterns of the HPC solution in the channels
were visualized with two crossed polarizers and we observed that typical wavy textures
generated in the upstream of the corner almost disappeared after the corner flow. How-
ever, an unstable texture was developed again only from the inner corner in downstream
flow. The fluctuation of the orientation angle and dichroism were also measured with a
laser opto-rheometric system and it was found that the unstable behaviors of the HPC
solution have periodic oscillatory characteristics at a typical frequency. In the inner side
flow after the corner, the periodic motion became larger toward the downstream and then
higher harmonic oscillations were superimposed. Larger rounding off of the inner corner
suppressed the redevelopment of unstable behavior, and it is considered that the rapid
regrowth of unstable behavior was caused by rapid deceleration at the corner flow.
Moreover, the unstable structure was stabilized with an accelerated (elongated) region in
the corner flow and the converging channel was helpful to obtain a stable structure in the
downstream region. �DOI: 10.1115/1.2956604�

Introduction
It is well known that the products made from liquid crystalline

polymers �LCPs� have the advantages of higher modulus and
higher heat resistance than those of conventional polymers. It is
considered that the alignment structure of the LCP molecules
causes these useful properties. However, it is difficult to control
the LCP structures in a molding process, because the flow behav-
iors of LCPs strongly depend on its deformation history and there
is a variety of complicated geometries used in the molding flows.
We have investigated transient behaviors of a hydroxy-
propylcellulose �HPC� solution in Couette flow with sudden
change in flow direction �1�. Periodic but complex behaviors were
observed after the direction change and the behavior was strongly
affected with the flow direction and shear rate of preshear flows.
Moreover, it is known that unstable flow structures �textures� are
generated under some conditions. For example, Guido et al. �2�
investigated a slit flow of HPC solution in the low shear rate
region and found that the morphology of the texture generated
inside the flowing system was a function of the local shear rate.
Baleo and Navard �3� observed flows of HPC solutions in slit
channels with complex geometries and reported that a peculiar
unstable behavior was observed after a diverging zone. Bedford
and Burghardt �4,5� and Bedford et al. �6� showed the occurrence
of wavy textures in the pressure-driven slit flow of LCPs of
PBDG in m-cresol and HPC in m-cresol. They showed that in
slit-contraction flows substantial enhancements in molecular ori-
entation in the vicinity of the contraction and the frequency of the

instability was directly proportional to the volumetric flow rate.
Haw and Navard �7� studied the flow of the HPC solution in a
divergent channel flow, and reported that a strong dependence of
flow-induced texture on the position in the channel was observed
and was related to the interplay of shear and elongational strains.
Mori et al. �8� have found the wavy texture in a flow through a slit
cell even with an abrupt contraction. In addition, these researchers
�9,10� also examined the wavy texture in a pressure-driven startup
flow of the 50 wt % solution of HPC for various flow cells such as
abrupt contraction slit cells and abrupt expansion slit cells. They
found that a comparatively long induction time after the startup of
the flow was required for the emergence of the wavy texture.

In this study, we have investigated unstable behavior �wavy
texture� in curved slit flows of HPC solution. We have employed
the slit flows with a flow direction change in two-dimensional
channels with a right-angled corner �L-shaped channel�. The in-
fluence of the corner flow condition on the instability in down-
stream flow has been mainly clarified experimentally from polar-
ized observations and measurements of the orientation angle of
HPC polymer with a laser opto-rheometric system.

Experiment
The solution of LCP tested in the present experiments is a

50 wt % aqueous solution of HPC �HPC-L, supplied by Nippon
Soda�, which was also tested in our previous study �1�. The ex-
periments were conducted under room temperature �20–23°C�.

Figure 1 shows a schematic of a test channel. A vinyl chloride
plate of 1 mm in thickness with a window-shaped flow cell is
sandwiched between two glass plates mounted in brass frames.
Four kinds of flow cells were tested and one of the concrete
shapes of the flow cells is indicated in Fig. 2. Respective dimen-
sions of the flow cells are listed in Table 1. The ST channel in
Table 1 refers to a straight channel with no corner flow. The others
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are all L-shaped channels, and R2 and R10 denote the radii of
curvature of the inner corner. CONV channel has a contraction in
width at the corner flow. The schema of the experimental setup is
shown in Fig. 3. The test fluid in a reservoir was introduced into
the channel by compressed air. After keeping the flow under a
constant pressure for several minutes, a macroscopically steady
state, but including unstable structure changes, was obtained in
the HPC flow. The flow rate under the steady state was obtained
with gravimetric method. We utilized crossed polarizers to visual-
ize the flow patterns. The photographs of the flow patterns were
taken with a charge coupled device video camera under Cross–
Nicol condition �not shown in Fig. 3�. A laser opto-rheometric
system of the orientation angle and dichroism indicated in Fig. 3
was also utilized. A He–Ne laser beam through a rotary polariza-
tion modulator penetrates the test fluid. Then the orientation angle
and the dichroism were evaluated with the beam intensity mea-
sured with a photodetector. We will mainly show the results of
orientation angle ��� in this paper.

Figure 4 indicates the positions where the orientation angles
were measured. The points are located on the inner, center, and
outer lines indicated in the figure. The lines are separated by equal

intervals and the points are spaced at 10 mm intervals in the flow
direction �Fig. 4 indicates the case of R10 channel�. The measure-
ment points at the corner are the cross points of sets of lines
defined in the up- and downstream regions. Since we have inves-
tigated the behavior of LCP mainly in the downstream region, the
coordinate system is defined, as shown in Fig. 4. In this paper, the
points are indicated with a respective combination of line symbols
�I, C, O or i, c, o� and point numbers indicated in Fig. 4, e.g., I1,
O6, i-2, etc. The points at the corner are denoted as o-I or i-C,
using line symbols. As shown in Fig. 4, �=0 in the orientation
angle means the flow direction of the downstream.

Since a similar velocity profile to the Newtonian one in the gap
direction is expected �6�, an apparent shear rate ��̇w� at the wall
�glass plates� defined with an assumption of Poiseuille flow is
utilized in the present paper as a representative shear rate. The
tests were conducted under the condition of �̇w�7�1 /s� in Region
III, where the motion of the respective molecules is dominated
with no polydomain �1�.

Results and Discussions

Polarizing Observations of ST and R2 Channel Flows. Fig-
ure 5 shows photographs of flow patterns taken with two polariz-
ers whose orientations are �45 deg, −45 deg� to the flow direction.
We see in Fig. 5�a� that wavy textures emerge in the downstream

Fig. 1 Schema of the test channel

Fig. 2 Shape of a flow cell

Table 1 Dimensions of flow cells „mm…

Channel ST R2 R10 CONV

Lu 120 98 98 94
Wu 16 16 16 16
Ld — 98 98 98
Wd — 16 16 8
Ri — 2 10 10
R0 — 1 1 Elliptica

aR=26 and 18 mm.

Fig. 3 Experimental apparatus

Fig. 4 Measurement positions of the orientation angle and
dichroism
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region in a straight �ST� channel. In detail, flow patterns in the
outer sides begin to sway in the middle of the channel and then
two wavy textures develop and merge. We believe that the cause
of these unstable behaviors is the complicated shape of the chan-
nel entrance and it is difficult to control the generation of the
texture. Since these kinds of unstable textures easily emerge in
many slit die flows �2–10�, our experiments were conducted on
the premise that the wavy texture is generated in the upstream
region of the corner flow. Then we have tried to clarify how the
textures change in the corner flow or how we can control the
unstable behaviors. Figure 5�b� is a typical photograph taken with
the R2 channel. A similar wavy texture is generated at the outer
side in the upstream of the corner and it almost disappears through
the corner flow. On the other hand, no texture is observed at the
inner side of the upstream and corner flows, but another wavy
texture emerges from the corner and develops toward the down-
stream region. This means that the unstable behaviors of the HPC
solution generated in the upstream region disappear through the
corner flow, but a new instability is generated at the inner corner.

Unstable Behavior After the Corner Flow. We have investi-
gated characteristics of the unstable texture in the downstream
region first. Figure 6 indicates orientation angles measured at the
points on the I-line in Fig. 4. Since periodic property is observed
in the fluctuation of the angle, we have evaluated the power spec-
trum of the angle fluctuation with digital Fourier transformation.
Figure 7 shows the power spectrum change on the I-line of the R2
channel obtained from the same data in Fig. 6. The fluctuation has
a basic frequency of about 0.3–0.4 Hz; in particular, a very regu-
lar periodic motion is observed at I2. Then, harmonic oscillations
become larger toward the downstream region, that is, the fluctua-
tion of the angle becomes more complicated. The same basic fre-
quency and similar tendency of the harmonic component develop-

ment were obtained in the ST channel flow �not shown here�.
Hence, a similar kind of fluctuation was induced with the inner
corner as that induced with the straight flow. One of the authors
had investigated the shear rate �velocity� dependence of the basic
frequency utilizing some similar slit channels with 1 mm gap
�11�. Table 2 shows that the basic frequency is affected with the
shear rate; however, strains defined with the shear rate and the
frequency have similar values. This may mean the periodic behav-
ior is controlled with the strain applied in the flow. Since these
estimations are based on scattered data, it is necessary to conduct

Fig. 5 Photographs of flow patterns observed in the „a… ST
channel and the „b… R2 channel between two crossed polaraiz-
ers with orientations of „45 deg, −45 deg… to the flow direction
„a… ST channel �̇w=7.6„1/s… „b… R2 channel �̇w=7.7„1/s…

Fig. 6 Orientation angle measured at the inner side of the
downstream of the R2 channel at �̇w=7.9„1/s…

Fig. 7 Power spectrum of the fluctuation in the orientation
angle obtained with digital Fourier transformation from Fig. 6
„R2 channel…
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more precise measurements for detailed discussions.
In order to clarify the stability change in the downstream re-

gion, we have defined the intensity of instability with the root
mean square �rms� of the angle fluctuation. That is,

�̃rms =� 1

N�
i=1

N

��̄ − �i�2 �1�

where N is the number of data and �̄ is average orientation angle.

The �̃rms obtained in radian for respective lines �I, C, O� in the
downstream region were plotted in Fig. 8. We see that relatively
stable flows were obtained just after the corner �xd=0�. Then, the
instability develops rapidly in the inner side flow and expands
toward the outer side.

From the viewpoint of the mold process, it is better to control
the unstable behavior. In this problem of flow instability after the
corner, it is clear that the inner corner is the main cause of the
unstable behavior. Hence, the flow instability must be affected by
the shape of the corner. We have tested a similar L-shaped slit
channel with a different radius of curvature of the inner corner.
Figure 9 indicates the power spectrum obtained in the test with the
R10 channel. We can find the same basic frequency and its har-
monic components, but oscillations are considerably smaller than
those of the R2 channel �Fig. 7�. Figure 10 shows the intensity of

the instability obtained from the R10 channel. No rapid increase
in the instability was observed even along the I-line. Hence, it is
considered that the rounded corner stabilizes the LCP behavior in
the downstream region.

Instability Change in the Corner Flow. Figure 11 shows the

instability ��̃rms� changes from the corner to the downstream flow
three dimensionally. We easily see again the instability develop-

Table 2 Dependence of basic frequency on the shear rate

Apparent wall shear rate
�̇w�ave �1 /s�

Basic frequency
fave �1 /s�

Apparent strain
�ave �=�̇w / fave�

10.0 0.52 19.2
7.3 0.35 20.9
3.8 0.16 23.8

Fig. 8 Instability of the downstream flow evaluated as the rms
of the fluctuation in orientation angle measured with the R2
channel at �̇w=7.9„1/s…

Fig. 9 Power spectrum of the fluctuation in orientation angle
obtained with digital Fourier transformation „R10 channel, �̇w
=7.8„1/s……

Fig. 10 Instability of the downstream flow evaluated as the
rms of the fluctuation in orientation angle „R10 channel, �̇w
=7.8„1/s……

Fig. 11 Instability change around the corner to the down-
stream region „a… R2 channel at �̇w=7.9„1/s… „b… R10 channel at
�̇w=7.8„1/s…
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ments in the downstream region denoted in Figs. 8 and 10.
Though the wavy texture was not observed in the inner upstream
and the corner flow in Fig. 2, the instability in that region was not
very low in Fig. 11. This means that there are unstable molecular
motions that cannot be captured with the polarizing method. In
both cases of the R2 and R10 channels, the instability at the en-
trance of the corner decreases along the corner flow.

Here, we will discuss the mechanism of the decrease in insta-
bility in the outer corner flow and the influence of the corner flow
on the stability of the downstream flow. Since the corner flow
includes not only a change in flow direction but also a change in
flow area, we have measured the local velocity in the corner flow.
Small bubbles about 0.5 mm in diameter included in the HPC
solution were traced, and their velocities were estimated from the
pictures. It was found that the velocities obtained in the ST chan-
nel were about 1.3–1.4 times larger than the average velocity es-
timated from flow rate. If we assume the Newtonian velocity pro-
file of v=1.5V�1− �z /h�2	, where V is average velocity, h is half of
the gap, and z is the coordinate in gap direction from the center, an
average velocity in the center region of −0.5h�z�0.5h is 1.38V.
This value is close to the measured ones. Hence, we believe the
velocities measured were approximately equal to the average ve-
locity in the center region in the gap. Velocity vectors obtained
from the bubble motions are indicated in Fig. 12. We see that a
similar velocity change of the outer corner flow is observed both
in R2 and R10 channels and that the flow is decelerated first and
then accelerated. On the other hand, though the velocity near the

inner corner is very different depending on the radius of curvature,
both channel flows show the same tendency in velocity change,
i.e., first accelerated then decelerated. In order to compare the
detailed velocity change between R2 and R10 channels, the ve-
locities on two typical lines are shown in Fig. 13. One is the inner
pass line about 2 mm away from the inner corner and the other is
the line through about the o-1 point in Fig. 4. We see that the inner
flow of the R2 channel has very rapid acceleration and decelera-
tion. It has been suggested that deceleration of the flow, i.e., nega-
tive elongational flow, causes wavy texture and acceleration, i.e.,
elongational effect, stabilize the unstable LCP motions �3,7�. It is
clear that the acceleration in our curved flow is also caused with
an elongational flow due to the flow area change. Comparing with
Figs. 11, 12, or 13 in the outer corner flow, the instability is still
high in the decelerated region and 10 w in the accelerated region.
These results qualitatively agree with previous reports mentioned
above. The acceleration in the inner corner flow would also sta-
bilize the corner flow, but the deceleration does not generate im-
mediate instability growth, especially in the case of the R10 chan-
nel. This result would correspond to that reported by Mori et al.
�9�. It is clear that the very rapid deceleration, i.e., strong negative
elongation, in the inner flow of the R2 channel causes the rela-
tively rapid growth of the instability in the downstream region. Of
course, we believe that the rapid direction change of the LCP
molecules is also the cause of the instability.

Stabilizing Effect of the Converging Curved Channel. In
order to clarify the validity of the explanation mentioned above
experimentally, we have conducted another test utilizing a con-
versing curved channel. Figure 14 shows a polarized photograph
taken with the same condition as Fig. 5. Because of the truncated
design of the acceleration channel, weak textures are observed in
this picture. In fact, the velocities estimated with the bubbles in
the region with the weak textures were almost constant, i.e., no
acceleration or deceleration. Hence, the weak texture was the
same one generated in the ST channel; however, we can see the
very stable structure in the downstream region. Figure 15 indi-
cates the intensity of the instability in the downstream of the
CONV channel. A very stable state is observed even in the inner
flow. Since we had an unstable flow in the case of the ST channel
at high shear rate as in the downstream region of the CONV
channel �not shown here�, it can be said that the stable state is
induced with conversing flow. These results lend support to the
notion that the generation or development of unstable behavior of
the LCP is mainly affected with the acceleration and deceleration
of the flow even in the curved flow.

Conclusion
Unstable structures of the HPC solution induced in a curved slit

flow were investigated with polarized observation and optical

Fig. 12 Velocity vectors in the corner flow obtained with
bubbles’ motion in the HPC solution „a… R2 channel at �̇w
=7.5„1/s… „b… R10 channel at �̇w=7.3„1/s…

Fig. 13 Local velocity changes on pass lines in the corner
flows. Inner pass lines are about 2 mm away from the inside
edge. The outer lines past through the o-1 point and the pass
length was measured from the −1 position in Fig. 4. �̇w
=7.5„1/s… in the R2 channel flow and �̇w=7.3„1/s… in the R10
channel flow.
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measurements. Typical wavy textures generated in the upstream
region at the outer side almost disappear through the corner flow.
The development of the unstable texture was observed in the

downstream region of the inner side flow from the corner. We
have found that the unstable behaviors of the LCP solution have
periodic oscillatory characteristics with a typical frequency. In the
inner side flow after the corner, the periodic motion became larger
toward the downstream and then higher harmonic oscillations
were superimposed. Larger rounding off of the inner corner sup-
pressed the development of unstable behavior, and the converging
channel was helpful in stabilizing the unstable behavior. The ac-
celeration �elongation� and deceleration �negative elongation� of
the flow were, respectively, corresponding to the stabilization and
growth of the unstable structures.
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Fig. 14 Photographs of flow patterns observed in the CONV
channel between two crossed polarizers with orientations of
„45 deg, −45 deg… to the flow direction. Shear rate „�̇w… changes
from 7.4 to 14.8 „1/s….

Fig. 15 Instability of the downstream flow evaluated as the
rms of the fluctuation in orientation angle „CONV channel, �̇w
=14.8„1/s… in the downstream region…
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Drop Formation in
Non-Newtonian Jets at
Low Reynolds Numbers
The objective of this study was to develop an experimentally verified computational
model that accurately predicts evolution of shear-thinning liquid jets. A secondary ob-
jective was to investigate the formation of satellite drops and to determine conditions
under which their diameter can be controlled. The model employs the Galerkin finite/
element approach to solve the complete two-dimensional set of axisymmetric governing
equations and the corresponding kinematic and dynamic boundary conditions at the free
surface. The effect of shear-thinning behavior on breakup was studied in detail for the
case of an infinitely long non-Newtonian jet. It was found that shear-thinning behavior
may be useful in controlling satellite drop sizes. (We observe that increasing the shear-
thinning behavior at Re�5 leads to an initial increase in the satellite drop size, followed
by a subsequent decrease.) Comparison of model predictions with experimental data is
presented for the case of a shear-thinning non-Newtonian jet. The experimental liquid
was pumped through a capillary and drop shapes obtained using a high speed camera.
The experimentally obtained shapes were compared to those predicted by the model and
found to be in good agreement. �DOI: 10.1115/1.2956612�

1 Introduction
Drop formation in jets of non-Newtonian fluids is a commonly

observed phenomenon. Applications in industry are widespread,
viz., encapsulation processes for controlled drug delivery, inkjet
printing, spray drying of starches, spray painting, and emulsifica-
tion.

Liquid jet dynamics were first considered by Rayleigh �1� who
examined the linear instability of an infinitely long viscous thread
in an inviscid fluid. Linear and nonlinear analyses of Newtonian
liquid thread breakup have been reviewed by Eggers �2�. In con-
trast, the analysis of viscoelastic liquid threads �3,4� and the
breakup of purely viscous, shear-thinning, non-Newtonian liquid
threads are still in its infancy. Yildirim and Basaran �5� analyzed
the one- and two-dimensional breakup of a shear-thinning stretch-
ing bridge and showed that the difference between Newtonian and
non-Newtonian bridges is significant for a large zero-shear viscos-
ity, but insignificant for low zero-shear viscosity. They also noted
that the evolution of a shear-thinning liquid bridge can be mod-
eled as a Newtonian liquid bridge of lower viscosity, and that
modifying the shear-thinning behavior might be useful in control-
ling or eliminating the formation of satellite drops. Finally, they
reported discrepancies between results obtained from one- and
two-dimensional analyses.

Doshi et al. �6� and Renardy and Renardy �7� proved the exis-
tence of self-similar solutions near pinch-off for power-law shear-
thinning liquid threads, using a one-dimensional nonlinear analy-
sis and a one-dimensional linear analysis in both the viscous and
high inertia limits, respectively. They concluded that viscous and
inertial forces were equally important near pinch-off.

To summarize, current literature has merely begun analyzing
jets of shear-thinning non-Newtonian fluids. While similarity so-

lutions explain the singularity of the jet at breakup, they are un-
able to predict drop sizes or drop shapes in shear-thinning jets.

To address this limitation we report the effect of power-law
shear-thinning behavior for the case of a two-dimensional axisym-
metric filament, at Re=5, by solving the entire Navier–Stokes
equations. The arbitrary Lagrangian-Eulerian �ALE� Galerkin/
finite element method, as described by Campana et al. �8�, was
employed to solve the ensuing system of nonlinear governing
equations. We compare model predictions against experimental
data obtained using jets of power-law non-Newtonian fluids exit-
ing from capillary tubes. Drop formation from these capillary jets
was captured using a high speed digital camera. Agreement is
excellent.

2 Method of Approach

2.1 Governing Equations. Consider the deformation of an
incompressible, shear-thinning, axisymmetric liquid filament of
constant density � and zero-shear dynamic viscosity �0 sur-
rounded by an inertialess gas. The cylindrical filament with uni-
form radius a is disturbed at time t�=0 by a sinusoidal wave with
amplitude �0� and wavelength �� �see Fig. 1�. The position of the
interface h� during instability evolution is considered to be a func-
tion of time t� and axial distance z�. Gravitational forces are ne-
glected. The surface tension �0 on the filament interface is
uniform.

Under these conditions, the mass and momentum balance in the
filament are described by the dimensionless continuity and
Navier–Stokes equations as follows:

� · v = 0 �1�

Re
Dv

Dt
= � · T, T = − pI + ���v + ��v�T� �2�

where the following have been used: �vr ,vz�= �vr� ,vz�� / ��0 /�0�,
�r ,z�= �r� ,z�� /a, and p=ap� /�0.

Since the length scale used is a and the velocity scale is �0 /�0,
the Reynolds number becomes Re=�a�0 /�0

2.
The shear-thinning behavior is described by a three parameter

Carreau model
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� = �1 − ���1 + ���̇�2��n−1�/2 + � �3�

where � is the dimensionless apparent viscosity �also referred to
as the effective viscosity� used in Eq. �2�, � is a time constant,
0	�	1 is the dimensionless infinite shear viscosity, n is the
power-law index, and �̇ is the second invariant of the rate-of-
deformation tensor. Neither elastic effects nor strain hardening is
accounted for in the Carreau model.

Equations �1� and �2� were solved by imposing the symmetry
boundary conditions and �v ·n=0 at the centerline of the filament,
plus v ·n=0 and �h /�z=0 at z=0 and z=� /2, where n is the
outward directed unit normal at the liquid phase free surface. On
the filament interface, r=h��t ,z� /a=h�t ,z�, and the conditions to
be satisfied are the kinematic and dynamic boundary conditions.

At t=0, a sinusoidal spatial perturbation is applied to the gas-
liquid interface

h�z,0� = 1 + �o cos�kz� �4�

where �0=�0� /a is the amplitude of perturbation and k=2
 /� is
the dimensionless perturbation wave number.

2.2 Numerical Method. The set of two-dimensional nonlin-
ear equations governing deformation of the liquid filament were
solved using the Galerkin/finite element method for discretization
in space and the finite difference method for discretization in time
in order to obtain pressure and velocity fields and the location of
the interface. We have previously applied essentially the same
numerical procedure to study two-dimensional Faraday waves in
Ref. �9�; it was discussed in detail there.

The jet was partitioned into a set of quadrilateral elements using
the method of spines proposed by Kistler and Scriven �10�. Each
element consists of two straight sides with fixed axial coordinates
determined by spines parallel to the radial direction and of two
curved sides that are determined by the deformation of the free
surface. Following the standard finite element procedure �11�, the
four-node bilinear basis functions �i used to weight the residual
were also used to approximate the pressure field and the nine-node
biquadratic finite element basis functions �i used to weight the
residuals were also used to approximate the velocity field. On the
interface, the nine-node biquadratic basis functions �i-collapse
into one-dimensional biquadratic functions �̃i, which were used to
expand the shape of the interface.

The procedure described above reduces the set of governing
partial differential equations to a system of nonlinear ordinary
differential equations in time. To solve this system we follow the
method described by Gresho et al. �12�. After discretization in
time, the resulting system of nonlinear algebraic equations was
solved using the Newton method at each time step. The time steps
were adaptively chosen using the method of Crisfield �13�.

3 Results and Discussion

3.1 Simulations. To ensure model accuracy, predictions were
first compared with the one-dimensional nonlinear similarity so-
lution near pinch-off for a power-law generalized Newtonian liq-
uid jet, as computed by Doshi et al. �6�. This similarity solution

has the form �hmin
n , where  is the time to breakup, hmin is the

minimum radius of the filament, and n is the power-law index. As
Fig. 2 shows, agreement is within 0.1% for the region of 100

��10−2.
All computational results used an initial perturbation amplitude,

�0, of 10−3. When investigating the influence of non-Newtonian
rheological behavior a dimensionless wave number, k, of 0.54 was
chosen. This value was obtained from Timmermans and Lister
�14� and corresponds to the maximum growth rate for a Newton-
ian fluid at Re=10.

All values for variables are reported in dimensionless form. The
time to break up is defined as that at which the radius of the
filament is reduced to, or falls below, 1 /100 of the initial filament
radius. This limit was chosen in order to avoid excessive distor-
tion of the computational grid and to prevent numerical errors
from entering the results.

We begin the discussion by examining the effect of the power-
law index on drop formation at a moderate Reynolds numbers
�Re=5�, in particular, the formation of satellite drops. For the
purposes of computation, we assume a single satellite drop is
formed between two main drops and equate its diameter to that of
a sphere whose volume lies between the two pinch-off points.

Figure 3 shows a steady increase in satellite drop radius as
power-law index decreases from unity to 0.5. However, as n de-
creases below 0.5, satellite drop radius decreases slightly. This
phenomenon has not been reported in scientific literature. To un-
derstand it, we first examine the transition to pinch-off for a New-
tonian jet and compare it with the transition for a non-Newtonian
jet.

As seen in Fig. 1, the initial perturbation imposed on the uni-
form jet causes a spatial difference in curvature along the jet. This
difference in curvature results in a surface-tension driven pressure
gradient. Figure 4�a� shows the flow streamlines in a Newtonian
jet at t=86.05. The forces that act on the fluid are the inertial
force, driving the fluid towards the main drop; the pressure gradi-
ent, also driving the fluid towards the main drop; and the viscous
force, which opposes the flow. Here the entire flow is in the di-
rection of the main drop, due to the initial condition imposed on
the jet.

Bulk flow into the main drop is also observed in Fig. 5, which
presents surface pressure and tangential velocity for the case cor-
responding to Fig. 4�a�. Figure 5�a� shows that the pressure gra-
dient is from the right to the left. Consequently, as shown in Fig.

Fig. 1 System geometry with basic dimensions

Fig. 2 Comparison of model predictions „symbols… with the
similarity solution results of Doshi et al. †6‡ „solid line…. Re=0,
ε0=0.5, �=1, �=0.02; n=0.8 „squares…, n=0.9 „diamonds….
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5�b�, the entire surface moves toward the main drop. This pressure
gradient, in conjunction with the viscous force, finally reverses the
flow from the main to the satellite drop, as seen in Fig. 4�c�, which
shows streamlines at t=92.0. This behavior is further illustrated in
Fig. 6, which shows the surface pressure and surface tangential

velocity at t=92.0. Figure 6�a� shows that there is a pressure
gradient from the neck to the satellite drop. The change in direc-
tion of the velocity implies flow reversal.

Having understood the process of drop formation in a Newton-
ian jet, we now explain the effect of shear-thinning behavior on
satellite drop formation at Re=5. Figure 7 demonstrates how the
pinch-off and stagnation times �tstag is defined as the time when
the flow reverses into the satellite drop� change with variations in

Fig. 3 Satellite drop radius versus power-law index n for Re
=5, �=10, and �=0.002

Fig. 4 Streamlines for a Newtonian jet with Re=5 at three di-
mensionless times before pinch-off: „a… t=86.05, „b… t=90.05,
and „c… t=92.00.

Fig. 5 Axial variation in the surface pressure „a… and surface
tangential velocity „b… for a Newtonian jet of Re=5 at t=86.05

Fig. 6 Axial variation in the surface pressure „a… and tangen-
tial velocity „b… for a Newtonian jet of Re=5 at t=92.0
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the power-law index. Note that both the time to pinch-off and the
stagnation time decrease as the power-law index decreases. How-
ever, the difference between the pinch-off and stagnation times
decreases as the power-law index decreases, until eventually there
is no reversal into the satellite drop. This is clearly illustrated by
the streamlines in Fig. 8 �n=0.3�. Figure 8�a� shows streamlines
at t=74.3, which is before neck formation. At this time the entire
flow moves toward the main drop, due to the imposed initial con-
dition as explained previously. Figure 8�b� shows streamlines
within the same jet at t=85.5, after the formation of a neck. At this
instant, the entire flow moves towards the main drop despite neck
formation.

Figure 9 contains the surface pressure and tangential velocity
for the non-Newtonian jet of Fig. 8�b�, where there is a pressure
gradient from the neck to the satellite drop. However, despite this
gradient, the entire fluid moves toward the main drop, as can be
seen from Fig. 8�b�, which shows no change in direction of the
surface tangential velocity. This behavior can be explained by two
phenomena changes, which occur as a jet transitions from New-
tonian to non-Newtonian. First, the normal pressure increases due
to a decrease in the normal viscous forces. Second, the shear
stresses opposing inertial flow towards the drop decrease due to a
reduction in the effective viscosity.

Figure 10 shows the surface normal pressure at two different

Fig. 7 Pinch-off time „solid line… and stagnation time „dashed
line… versus power-law index for Re=5

Fig. 8 Streamlines for a shear-thinning jet „n=0.3… at Re=5: „a…
t=74.3 and „b… t=85.5

Fig. 9 Axial variation in the surface pressure „a… and surface
tangential velocity „b… for n=0.3 and Re=5 at t=85.5

Fig. 10 Capillary pressure at the liquid interface for two times.
The dashed line denotes a Newtonian jet and the solid lines
denote a shear-thinning jet „n=0.7…
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times for Newtonian and non-Newtonian jets. Initially, due to low
shear rates, the surface normal pressure is similar for both cases.
However, the shear rates in the non-Newtonian jet increase more
rapidly as time progresses so at a later instant in time the normal
surface pressure in a non-Newtonian jet is much higher than that
in a Newtonian one.

It is also noted that the surface pressure is slightly lower at the
right end of the domain than at the center for the shear-thinning
jet. This is due to the onset of neck formation, whose curvature
leads to a pressure gradient from the neck to the satellite. The
increased normal pressure seen in Fig. 10 explains the earlier
pinch-off times and earlier flow reversal times as the jet transi-
tions from n=1 to n=0.7. The normal forces that lead to early
reversal result in less fluid drainage into the main drop, which
results in an increase in the satellite drop size as the power-law
index is reduced.

Figure 11 shows the surface normal pressure at two different
times for two different shear-thinning jets �n=0.3 and n=0.7�.
Here the surface pressure for a shear-thinning jet at n=0.3 is
slightly higher than that for n=0.7, even at low shear rates. As the
shear rates increase with time, the surface pressure in the jet with
n=0.3 increases much more rapidly than for a jet with n=0.7. In
addition, while the normal pressure increases, the reduction in
effective viscosity fails to resist the initial flow towards the main
drop before the normal forces cause pinch-off. This explains the
lack of flow reversal at low power-law indices as seen in Fig. 7.
This prevention of flow reversal, combined with earlier pinch-off
times as the power-law index falls, leads to the absence of an
increase in satellite drop size as the power-law index is reduced.

3.2 Comparison of Simulations and Experiments. Experi-
ments to provide data for evaluating model accuracy were carried
out with jets of power-law non-Newtonian fluids exiting from
capillary tubes. Drop formation from these capillary jets was cap-
tured using a high speed digital camera. Digitized drop shapes
were then compared to simulation results generated using the
model described above.

The experimental apparatus included the following.

• A KD Scientific syringe pump with controllable flow rate
that was used to force fluid through a Teflon® capillary tube
�Upchurch Scientific®� with an inner diameter of
200�20 �m. The axis of symmetry of the tube was aligned
vertically.

• A Phantom v7.1 high speed digital camera for visualization
of the drop formation process. It can record images at
14,000 frames /s and has a pixel size of 14 �m. The camera
was mated to a Nikon Nikkor™ lens with a focal length of
70 mm.

• A 200 W incandescent lamp for illumination of the experi-
mental domain. The source was placed to provide backward
lighting through a diffusive screen. Output from the camera
was processed using NIH freeware.

The non-Newtonian liquids were Xanthan gum �XG� water so-
lutions having concentrations of 0.1, 0.2, and 0.3% by weight.
Their viscosities were measured using a Rhelogica Viscotech®
rheometer. Power-law indices were determined by a fit to the
shear stress and strain rate data �see Table 1�. The confidence
interval for the best-fit curves used to determine the power-law
index was 95%.

When comparing experimental data and model simulations,
Table 1 power-law index values were used along with a dimen-
sionless infinite shear viscosity, �, of 0.002 and a time constant,
�, of 10, as prescribed by Doshi et al. �6�. The values chosen �n
ranging from 0.55 to 0.3� serve to validate the model predictions
as all the analyses that have been performed were for n�0.3.
Perturbation wave numbers were determined for each jet Re value
from Timmermans and Lister’s results �14�.

Surface tensions were measured using a DuNuoy tensiometer,
which had an accuracy of 0.001 N /m �CSC Scientific�. Liquid
densities were determined by weighing a known volume of the
fluid on a Sartorius analytical balance �resolution 0.01 g�. Liquid
physical properties are summarized in Table 1. All experiments
and physical property measurements were performed at
24.3�0.1°C.

Experimental operating conditions are listed in Table 2. Rey-
nolds numbers were computed using initial liquid velocities deter-
mined from measured volumetric flow rates. The choice of Rey-
nolds number range �0.19–0.65� is appropriate for assessing
model accuracy since we have shown that shear-thinning behavior
has the strongest effect on drop formation at low Re �15�.

In passing, we note that that the Froude number �gdc /u0
2, where

dc is the dimensional diameter of the capillary and u0 is the di-
mensional jet mean velocity� is �10−5, while the Bond number
��gr�2 /�� is �10−4. These values provide support for our assump-
tion that gravitational forces are negligible in comparison to
surface-tension and inertial forces.

Based on the work of Gaster �16�, who found that spatially

Fig. 11 Capillary pressure at the liquid interface for two times.
Here the dashed line denotes a shear-thinning jet with n=0.7
while the solid line indicates a shear-thinning jet with n=0.3.

Table 1 Physical properties for XG-water solutions

XG concentration �%� n �0 �mPa s� � �mN/m� � �kg /m3�

0.1 0.55 359�9 72�1 999�1
0.2 0.40 732�2 73�1 999�1
0.2 0.30 884�1 73�1 1000�1

Table 2 Experimental operating conditions

XG concentration �%� Reynolds number

0.1 0.46�0.01
0.55�0.02
0.67�0.02

0.2 0.22�0.01
0.28�0.02
0.33�0.02

0.3 0.19�0.01
0.23�0.02
0.28�0.02
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increasing instability is negligible compared to temporally in-
creasing instability for an infinitely long Newtonian liquid jet sur-
rounded by an inviscid environment, we have assumed that the
same holds true for shear-thinning jets. Therefore, drop shapes
were captured at various times, with the time defined as t�
=dn /v0, where dn is the distance from the nozzle to the drop and
v0 is the initial liquid velocity. The experimental data collection
times were arbitrarily chosen. Their magnitudes and uncertainties
are included in the figure legends. Since each of the result figures
is for jet breakup at a different time value, results were acquired
throughout the breakup process thereby helping us to assess the
accuracy of the model at all times up to pinch-off.

A typical screenshot is provided in Fig. 12. Individual droplet
images were clipped from their corresponding total image, jet
boundaries defined using a MATLAB routine, and then processed
into black and white images �see Fig. 13�. The image analysis
routine then divided the droplet into two halves by imposing a
centerline. The locations of the pixels at the left and right drop
boundaries were determined for each image row, averaged and
plotted for comparison with model predictions at the same time.

Uncertainty in the experimental results arises from �i� uncer-
tainty in digitally processing the images and �ii� uncertainty in
rheological data. For �i�, the uncertainty ud /d=1 /Np is defined by
the smallest measurable unit �a pixel� where ud is the uncertainty
in the distance measured, d is the distance measured during image
processing, and Np is the number of pixels counted in an image.
Uncertainties in the rheological data enter through the Reynolds
number since it is an input to the model. This includes uncertain-
ties in the liquid density and viscosity, in the jet diameter, and in
the jet velocity. Density uncertainty includes contributions from
the measured volume and mass. Viscosity uncertainty includes
contributions from the measured torque and the sensor diameter.
Velocity uncertainty includes contributions from the measured
flow rate �volume and time� and the jet diameter. All were calcu-
lated using the approach of Kline and McClintock �17�.

Comparisons of model predictions and experimental data are
presented in Figs. 14 through 19 uncertainties. Model predictions
are represented by solid lines, with their associated uncertainties
indicated by dashed lines.

Figures 14 and 15 contain results for the highest and lowest Re
cases when using the 0.1% XG-water solution. Model predictions

are equal to experimental data to within the sum of their uncer-
tainties. Agreement is better for the higher Re case, especially
nearest the pinch-off point.

Figures 16 and 17 contain results for highest and lowest Re
cases when using the 0.2% XG-water solution. Model predictions
are again equal to experimental data to within the sum of their
uncertainties, and agreement is again better for the higher Re case,
especially near pinch-off.

Figures 18 and 19 contain results for highest and lowest Re
cases when using the 0.3% XG-water solution. As in the two
previous cases, model predictions are equal to experimental data
to within the sum of their uncertainties. Also, agreement is better
for the higher Re case, especially nearest the pinch-off point.

In summary the data in Figs. 14–19 demonstrate that model
predictions accurately match experimental data.

Fig. 12 Typical experimental droplet streams

Fig. 13 Typical extracted images of postprocessed droplets

Fig. 14 Comparison of model predictions „solid line… with ex-
perimental data „square symbols… for 0.1% water-XG solution at
Re=0.46, n=0.55, and t=9.61±0.09 ms. The dashed lines indi-
cate the uncertainty in model predictions.

Fig. 15 Comparison of model predictions „solid line… with ex-
perimental data „square symbols… for 0.1% water-XG solution at
Re=0.67, n=0.55, and t=9.09±0.08 ms. The dashed lines indi-
cate the uncertainty in model predictions.
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4 Summary and Conclusions
This study examined the effect of shear thinning on the behav-

ior of a cylindrical jet. At Re=5, a decrease in the power-law
index leads to an increase in satellite drop size. However, beyond
a limiting power-law index, any further decrease leads to a slight
decrease in the satellite drop size. This behavior is due to the twin
effects of the increase in normal pressure and a reduction in vis-
cosity as the power-law index falls. The increase in pressure leads
to a reduction in pinch-off time, and also to earlier flow reversal as
the power-law index is reduced. This lessens drainage into the
main drop, which leads to an increase in the satellite drop diam-
eter. Beyond a limiting power-law index there is no flow reversal
into the satellite before pinch-off. This leads to the subsequent
decrease in satellite drop size as the power-law index reduces
further.

Model predictions were compared with experimental data.
Agreement is within the sum of their uncertainties.
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Modeling and Measurement of
the Dynamic Surface Tension of
Surfactant Solutions
Surfactant solutions are usually used under conditions accompanied by transient dy-
namic surfaces, and therefore the dynamic surface tension (DST) is important in many
industrial processes. Theories regarding DST have been developed exclusively on the
adsorption theory that molecules are transported from bulk solution to the interface.
However, the adsorption theory is not closed and requires another relationship between
the interfacial concentration of the adsorbing molecules and the bulk concentration of
molecules near and at the surface, which at present is based on assumptions. In addition,
DST obtained by the adsorption theory contains several parameters that must be deter-
mined beforehand, and it is not simple to use for practical purposes. Here, we propose a
new model based on the concept that surfactant molecules rotate during the process
reaching the equilibrium surface state, which is different from the conventional adsorp-
tion theory, and we obtained a simple expression of DST as a function of the surface age.
In addition, an experiment was carried out to determine DST by measuring the period
and weight of droplets falling from a capillary. The expression by the proposed model
was compared with the results of this experiment and with those reported previously by
several other authors, and good agreement was obtained. Furthermore, the characteristic
time in the model was shown to be correlated with the concentrations of solutions re-
gardless of the type of solutions examined. �DOI: 10.1115/1.2956597�

Keywords: surfactants, dynamic surface tension, model, droplet, momentum equation

Introduction
Surfactant solutions play an essential role in many industrial

processes, such as foaming, jet printing, emulsification, coating,
and detergency. The practical importance of surfactants is based
on the ability of these molecules to quickly reach an equilibrium
state at freshly created solution/air interfaces, thus decreasing the
surface tension from the value of bulk solution to the equilibrium
value at the surface. This decreased surface tension is called the
dynamic surface tension �DST�. The first physical model of DST
for interfaces with time invariant area was derived by Ward and
Tordai �1�. This model was based on the assumption that the time
dependence of interfacial tension is caused by transport of mol-
ecules in bulk solution to the interface, i.e., by adsorption. There
have since been many theoretical analyses of DST in surfactant
solutions exclusively based on the idea of adsorption, with con-
siderable success. However, the adsorption theory is not closed
and requires another relationship between the interfacial concen-
tration of the adsorbing molecules and the bulk concentration of
molecules near and at the surface, which will be determined by a
molecular theory in future but at present is based on some as-
sumptions. In addition, the DST obtained by the adsorption theory
contains several parameters that must be determined beforehand
and is not simple to use for engineering purposes. There have
been a number of reviews of this topic �2–4�.

In general, the equilibrium surface tension of commonly used
surfactant solutions is usually reached during the first several sec-
onds after formation of a fresh surface. Thus, rapid experimental
methods are required to measure the DST. Various such methods
have been proposed and used, such as the oscillating jet �5�, maxi-

mum bubble pressure �6�, pendant drop �7�, and fast formed drop
FFD methods �8�. Overviews of the experimental methods were
reported previously �2,9�. However, these methods require sophis-
ticated equipment and techniques, and therefore do not always
match engineering aims to obtain the DST in a simple manner.

In the present paper, we propose a model on DST, which is not
based on the adsorption but based on the rotation of molecules
during the process toward the equilibrium surface state. In addi-
tion, we report the result of a simple experiment performed to
obtain DST by measuring the period and weight of droplets falling
from a capillary. The predictions of the model are compared with
the results of this experiment and of those reported previously by
several other authors.

Model of Dynamic Behavior of Surfactant Molecules
Existing theoretical analyses of the DST of surfactant solution

have been based exclusively on the concept of adsorption of mol-
ecules to the surface. The adsorption theory is outlined schemati-
cally in Fig. 1 �2–4�. When the surface of a still liquid is suddenly
expanded to a wider surface, the state of molecular array changes
from the equilibrium state to a nonequilibrium state. In this case,
the surface concentration of surfactant molecules at equilibrium
�0 also changes to that in the nonequilibrium state �, which is
smaller than �0. In turn, this change induces the transfer of mol-
ecules from bulk solution to the surface so that � may return to
�0. During this transient process, the surface tension changes and
is expressed as a function of time t, which is called DST. This is
a general explanation of DST based on the adsorption theory, and
raises the question of why the transient behavior of surfactant
molecules at the surface is not taken into consideration during the
nonequilibrium state. That is, molecules move toward a freshly
created surface and change their orientations, but the hydraulic
drag force caused by the motion has not been considered in the
adsorption theory. This is thought to be a deficiency of the exist-
ing theory. Rather, we think that the transient behavior of surfac-
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tant molecules, especially the rotation of molecule at the surface,
is a major cause of DST, as shown schematically in Fig. 2: Since
some time is required for a molecule lying on the freshly created
surface to reach the final state where surfactant molecules stand at
the surface with the lyophilic group �LG� projecting upward and
the hydrophilic group �HG� immersed in the solvent, we think that
it is this standing process of the molecule that causes the DST. In
Fig. 2�a�, it is assumed that the surface is suddenly expanded at
time t0, and at this time point the surface possesses the same
properties as the bulk solution with the surfactant molecule lying
on the surface with an incline angle � of zero �of cause, this is an
average story over all surfactant molecules, as they will be ori-
ented randomly and there may be interactions among them�. At
time t��t0�, the molecule rises on the surface with LG inclined
with angle �. Finally, at time t��=��, the molecule stands with LG
normal to the surface and HG immersed in water. This idea can be
applied to general cases of surface expansion, but may be most
proper for the outflow from an aperture to the air, like the flow in
the present experiment discussed below: A molecule is set parallel
to the surface near the exit and gradually stands as it flows down-
stream �Fig. 2�b��.

Figure 3 shows a schematic representation of a surfactant mol-
ecule rising on the surface. Here, it is assumed that �=� /2 when
the surfactant molecule is parallel to the surface, and �=� when
the surfactant molecule is perpendicular to the surface at the end
of the rising movement. If the molecule rotates about the center of
HG, it shows rotary torque like a sphere T, which will be ex-
pressed as follows �10�:

T = 8��R3d�

dt
�1�

Here, R is the radius of HG mimicking a sphere, � is the viscosity,
d� /dt is the angular velocity of the sphere, and the moment of

inertia is neglected. On the other hand, it is necessary to determine
the upward force working on LG by the water on which the sur-
factant molecule stands �in reality, another force may be exerted
by the surrounding surfactant molecules, but it is neglected be-
cause interaction among surfactant molecules is not considered
here�. However, it is very difficult to estimate the force accurately
because repulsion between like charges may be related to this
force, and it is too complicated to express by a simple relation-
ship. Therefore, as a first approximation, we assume that the force
df working on a radial element dr decreases linearly with height
from the surface, i.e., it lessens by a force df0�h /r, where df0 is
the initial force before rising, r is the arbitrary radius, and h is the
height of dr in the rising molecule. Then, the following equation
is obtained:

df = df0 −
h

r
df0 �2�

When h=0 and h=r, this becomes, respectively,

df = df0 = �dr �h = 0� �3�

df = 0 �h = r� �4�

where � is the force per unit length at the position of zero height.
Then, LG takes the following reaction force from water:

df = �1 −
h

r
��dr �5�

Torque dT acting on dr around the center of the sphere is then
obtained by the relation

dT = r sin�� − ��df = r sin �df �6�

That is,

dT = r sin ��1 −
h

r
��dr �7�

As h is given by the following equation:

h = r cos�� − �� = − r cos � �8�

the torque dT becomes

dT = r sin ��1 + cos ���dr �9�

Equation �9� is integrated with r from R to L and then the total
torque T reads

T = � sin ��1 + cos ��
L2 − R2

2
�10�

where L is the length of LG. Equating both torques given by Eqs.
�1� and �10� provides

Fig. 1 Schematic representation of the adsorption theory for
surfactant solutions

Fig. 2 Schematic representation of the present modeling

Fig. 3 Image of a rotating surfactant molecule
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d�

dt
=

��L2 − R2�
16��R3 sin ��1 + cos �� �11�

Here, we introduce a coefficient, K, composed of �, �, L, and R as

K =
16��R3

��L2 − R2�
�12�

and we obtain

d�

dt
=

1

K
sin ��1 + cos �� �13�

Integration from the initial state �t=0; �=� /2� to an arbitrary
state �t= t; �=�� gives the elapsed time or the surface age, t, as a
function of the rotation angle, �.

t =�
�/2

�
K

sin ��1 + cos ��
d� =

K

2
� 1

1 + cos �
+ log�tan

�

2
� − 1�

�14�

Here, it is thought that the initial state ��=� /2� corresponds to the
surface tension of the solvent �water� and the final state ��=�� is
equivalent to the equilibrium surface tension.

Now, we introduce the normalized DST 	� as follows:

	� = �	 − 	s�/�	w − 	s� �15�

where 	 is the measured DST, 	s is the equilibrium surface ten-
sion of samples, and 	w is the surface tension of water. It is
natural that 	� is estimated by the degree of nonequilibrium state,
and therefore we assume that it is expressed as the quantity �L
−L cos��−���, and obtain the following form by assigning a
value of unity to L �see Fig. 3�:

	� = 1 + cos � �16�
By Eqs. �14� and �16�, we obtain the following final relationship
between the normalized DST 	� and the surface age t.

t =
K

2
� 1

	�

+
1

2
log�2 − 	�

	�
� − 1� �17�

Experiment

Calculation of the Dynamic Surface Tension. Figure 4 shows
the situation just before falling of a typical liquid droplet, and the
following momentum equation is obtained.

Fs + Mg =
�

�t�CV

Vz
dv +�
CS

Vz
VzdA �18�

where Fs is the total surface force, Mg is the force of gravity on
the droplet, CV designates a control volume fixed in space, dv is
the infinitesimal volume element, Vz is the velocity in the flow
direction, 
 is the liquid density, CS denotes the control surface,

and dA is the infinitesimal area.
The first term on the left-hand side �LHS� of the equation is the

force added directly on CS by the pressure and surface tension,
the second term on the LHS is the weight of the droplet, the first
term on the right-hand side �RHS� is the time rate of fluid mo-
mentum in CV, and the second term on the RHS is the rate of
momentum of the fluid through CS. On estimation of the magni-
tude of each term in Eq. �18�, the force caused by pressure in the
first term on the LHS and the time rate of fluid momentum were
found to be sufficiently small that they could be neglected �11�.
According to observation, a droplet developing at the tube tip
possessed a spherical shape in the early stage but took an ellip-
soidal shape in the late stage, and finally just before falling the
droplet adhered to the outside wall of capillary with the surface
parallel to the wall, resulting in the contact angle of about 180 deg
�see Fig. 4�. Therefore, the force due to surface tension can be
written as −�D	, where D is the outer diameter of the capillary
tube and 	 is the DST to be measured. In addition, assuming the
laminar capillary flow at the interface between the capillary exit
and CS, we obtain the following relationship:

�
0

d/2


Vz
22�rdr = 4

3
QVm �19�

where the laminar flow velocity is assumed as Vz, r is an arbitrary
radius, d is the inner diameter of the capillary, Q is the flow rate,
and Vm is the mean flow velocity.

Consequently, the following relationship can be used for calcu-
lating 	.

	 = �4

3

Vm

2 +
4Mg

�d2 � d2

4D
�20�

In the flow region where Reynolds number is less than about 100,
the momentum term is negligibly small in comparison with the
surface tension term in parentheses, and the following simple re-
lationship is thus obtained �11�:

	 =
Mg

�D
�21�

Apparatus, Procedure, and Substances. The experimental ap-
paratus was composed of a head tank, channel, capillary tube, and
video camera, as shown in Fig. 5. The head tank was moved up
and down to adjust the flow rate. The channel was a cylinder
40 mm in inner diameter, and capillary tubes 0.27 mm and
0.31 mm in inner diameters were set at the tip. Movies were taken
with a video camera attached to a microscope and uploaded onto
a personal computer for analysis. The mass of a droplet for a flow
rate was calculated by measuring the total mass of sequent falling
droplets in a time and counting the number of the droplets in the
time. The time interval between the droplets was identified with

Fig. 4 Schematic representation of a droplet

Fig. 5 Experimental apparatus
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surface age. The liquids used were pure water �here, pure water
means the water that was distilled and de-ionized beforehand�, tap
water, and a series of aqueous solutions of nonionic surfactants
AE: polyoxyethylene �10� lauryl ether �AE�10��, polyoxyethylene
�23� lauryl ether �AE�23��, polyoxyethylene �20� stearyl ether
�AE�20��, and polyoxyethylene �100� stearyl ether �AE�100��. By
convention, these surfactants are called CiEj, where i is the num-
ber of carbon atoms and j indicates the number of OC2H4 groups.
Table 1 shows the sample data, where the samples were selected
such that the molecular weight �mw� of the LG would be the same
for AE�10� and AE�23� and also the same for AE�20� and
AE�100�. The numbers in parentheses indicate mw of the �HG�.

Experimental Results
Figure 6 shows equilibrium surface tensions of AE�10� ���,

AE�20� ���, AE�23� ���, AE�100� ��� aqueous solutions, pure
water, and tap water ���. These were obtained by the DuNouy
method, where the vertical axis is the equilibrium surface tension
	s �mN/m� and the horizontal axis is the concentration C �ppm�.
For both pure and tap water, the same value of 71 mN /m was
obtained. From this figure, we can find the critical micelle con-
centration �cmc� at which 	s becomes constant with increasing
concentration. For example, AE�23� aqueous solution reaches cmc
at about 100 ppm.

Figure 7 shows examples of DST measured for AE�23� in pure
water and tap water. There was no difference between them within

Table 1 Data of surfactants

Fig. 6 Equilibrium surface tension �s plotted against concen-
trations of AE: Pure water „27°C…, tap water „27°C…, and AE„23…
„22°C…, AE„10… „24°C…, AE„20… „16°C…, and AE„100… „17°C…

aqueous solutions
Fig. 7 DST � of AE„23… in pure water „30°C… and tap water
„27°C… plotted against surface age t
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the experimental errors as in the case of the equilibrium surface
tension mentioned above, and therefore we used tap water as sol-
vent in measurement for economy.

Figure 8 shows the normalized DST 	� of various concentra-
tions of AE�23� aqueous solution obtained in the present experi-
ment, where the vertical axis is 	� and the horizontal axis is the
surface age t �s�, where d is 0.27 mm. The experimental error of
	� was within �5%. We used 68 mN /m as the value of 	w be-
cause this value was measured both for pure water and tap water
with the apparatus used in the present study for measuring DST.
The reason why the measured value was lower than the surface
tension of water, 72 mN /m, is not clear. Similar decrease in the
surface tension for a pendant drop of water was also reported
previously �12�. It can be seen from Fig. 8 that 	� decreases with
increases in concentration, for example, it does not reach 0.6 even

in short surface ages for concentrations higher than 1000 ppm, but
the rate of decrease slows down at these high concentrations. Sev-
eral identical solutions of AE�23� were also examined by the
maximum bubble pressure method for comparison, and the results
are shown in Fig. 9. As shown in the figure, 	� obtained by the
present method generally agrees with that by the maximum
bubble pressure method, but the data of long surface ages deviate.

Figures 10�a� and 10�b� show 	� for other AE solutions. The
molar concentrations in each figure were selected such that one
would be lower and the other would be higher than cmc �see Fig.
6�. 	� was shown to decrease with increases in the mw of HG
regardless of whether the concentration was beyond cmc.

Comparison of the Model Equation With the Experi-
mental Results and Discussion

Figures 11�a� and 11�b� show 	� of the present experimental
results for AE�23� and the prediction by Eq. �17�, where K �s� was
decided by best fit at each concentration. As shown in the figure,

Fig. 8 Normalized DST �� plotted against the surface age t;
10 ppm „13°C…, 20 ppm „15°C…, 40 ppm „16°C…, 50 ppm „14°C…,
80 ppm „12°C…, 100 ppm „14°C…, 200 ppm „13°C…, 1000 ppm
„19°C…, and 10,000 ppm „19°C… AE„23… solutions in water. Inner
diameter is 0.27 mm

Fig. 9 �� measured by the maximum bubble method „MBP…
„25°C… and the present drop weight method „14–16°C…

Fig. 10 �� against t for different AEs at the same molar con-
centration. „a… AE„10… „27°C… and AE„23… „17°C… for 5
Ã10−7 mol/cm3 and AE„10… „20°C… and AE„23… „20°C… for 5
Ã10−8 mol/cm3. „b… AE„20… „25°C… and AE„100… „29°C… for 1
Ã10−7 mol/cm3, and AE„20… „30°C… and AE„100… „31°C… for 1
Ã10−8 mol/cm3.
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the model equation agrees with the experimental data except the
cases for 10 ppm and 20 ppm concentrations at short surface ages
t around 1 s. However, agreement in high concentrations as
shown in Fig. 11�b� is not to be accepted as it is because intermo-
lecular forces are neglected in the present model. For the other
kinds of solutions of AE�10�, AE�20�, and AE�100� used in the
present experiment, the agreement similar to that of AE�23� was
found, but the examples are omitted here. Figures 12–14 show
comparisons of Eq. �17� with experimental results obtained using
other methods. Figures 12�a� and 12�b� show the results of Triton
X-100 and Triton X-405 by the FFD method �13�. As shown in the
figure, there is good agreement between the present model and the
experimental results. In addition, video-enhanced pendant bubble
tensiometry was used for measurement of the DST of nonionic
surfactant C10E8 aqueous solution �14�. The results in dimension-
less form are shown in Fig. 13 along with the model prediction,
and again there is fairly good agreement in this case. The dynamic
maximum bubble and the drop shape techniques were also used
for the aqueous solution of C10E5 �15�, and the results are shown
in Fig. 14 for comparison with the model results. The model pre-

dicts the experimental data well. Table 1 lists all the data of the
solutions cited here for comparison. Figure 15 shows K values for
the examined solutions against both C �mol /cm3� and C �ppm�,
and it can be seen that K varies largely from 0.07 s to 3000 s
according to the type and concentration of the surfactant. Com-
parison of Figs. 15�a� and 15�b� shows that K is better correlated
with C �ppm� than with C �mol /cm3� irrespective of the type of
molecule. The relationship between K �s� and C �ppm� can be
approximated by the expression K=185C−1.2, as shown by the line
in Fig. 15�b�, except at very high concentrations �103 ppm and
104 ppm�. Discrepancy in high concentrations is thought to be due
to the effect of interaction between molecules. K has the dimen-
sion of time, and it is useful here to consider what this means. If
K is substituted into t on the LHS of Eq. �14�, an equation with
respect to � is obtained and can be solved. The solution is �
=2.18, and we obtain 	�=0.426 from Eq. �16�. That is, K is a
measure of the surface age at which the LG of the surfactant
rotates from parallel to the liquid/air interface to an angle of
35 deg �=2.18−� /2� upward from the interface.

As mentioned above, the present model agrees generally with
experimental data. However, diffusion and molecular interaction

Fig. 11 �� against t; experimental data for AE„23… „symbols…
and model predictions „lines…. K „s… was chosen for best fit of
the model prediction to the experimental data at each concen-
tration. „a… 10–80 ppm. „b… 100–10,000 ppm.

Fig. 12 Comparison of the data „symbols… of „a… Triton X-100
and „b… Triton X-405 measured by the FFD method †13‡ and the
model prediction „lines…. K „s… was chosen for the best fit.
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are neglected in the present model. Diffusion and interaction are
necessary hereafter to be quantitatively estimated from the behav-
ior of molecules and compared with the effect of rotation.

Conclusions
Surfactant solutions are usually used under conditions accom-

panied by transient dynamic surfaces, and the DST is important in
many industrial processes. In the present paper, we proposed a
new and simple model based on the concept that surfactant mol-
ecules rotate upward during the process of reaching the equilib-
rium surface state. That is, it was assumed that when a surface is
expanded suddenly at time t0, the surface possesses the same
properties as that of bulk solution and a surfactant molecule lies
on the surface with its LG parallel to the surface—i.e., the incline

angle is zero. Then, at a time t��t0�, the molecule rises up on the
surface with LG inclined at some angle, and finally at time t��=��
it stands with LG normal to the surface and the HG immersed in
water. In this process, the torque acting on LG due to repulsion
exerted by surface water is assumed to be balanced by the torque
of flow resistance acting on HG in water. Consequently, the rela-
tionship between DST and the surface age t was obtained. In
addition, a simple experiment was performed to obtain DST by
measuring the period and the weight of droplets falling from a
capillary. The expression by the model was compared with both
the present experimental results and the data reported previously
by several other authors, and good agreement was obtained. Fur-
thermore, it was found that the characteristic time appearing in the
model is correlated with the concentration of the solution regard-

Fig. 13 Comparison of the data „symbols… of C10E8 measured
by video-enhanced pendant bubble tensiometry †14‡ with the
model prediction „lines…. K „s… was chosen for the best fit.

Fig. 14 Comparison of the data of C10E5 measured by the
maximum bubble pressure „MBP… method „open symbols… and
the drop shape technique „solid symbols… †15‡ with the model
prediction „lines…. K „s… was chosen for the best fit.

Fig. 15 K „s… plotted against concentration C „mol/cm3 or
ppm… for all solutions listed. „a… K „s… against molar concentra-
tion C „mol/cm3

…. „b… K „s… against weight concentration C
„ppm…. The line in shows the relationship K=185C−1.2 between
K „s… and C „ppm….
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less of the type of solution examined. Thus, the simple model
proposed here was found to be useful for expression of DST as a
function of the surface age.
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Nomenclature

Modeling
� � surface concentration of surfactant molecules

in the nonequilibrium state
�0 � surface concentration of surfactant molecules

at the equilibrium state
R � radius of HG mimicking a sphere
� � viscosity

df � differential of force
dr � length of small element

df0 � initial differential force before rising
� � force per unit length
L � length of LG
r � radius
h � height of dr in the rising molecule

dT � differential of torque
T � total torque
K � coefficient with the dimension of time,

composed of �, �, L, and R
� � rotation angle
t � arbitrary time or surface age

	 � dynamic surface tension
	w � surface tension of water
	s � equilibrium surface tension of samples
	� � normalized dynamic surface tension

Experiment
Vz � flow velocity
D � outer diameter of the capillary tube
d � inner diameter of the capillary tube

M � mass of the liquid droplet

g � acceleration due to gravity

 � liquid density

Vm � mean flow velocity
C � concentration
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Rheological and Hydraulic
Properties of Welan Gum Fluids
in Straight and Coiled Tubings
This study involves experimental investigation of the hydraulic characteristics of aqueous
based welan gum fluids of concentrations 1.4 kg /m3, 2.9 kg /m3, 5.7 kg /m3, and
8.6 kg /m3 in both straight and coiled tubings at 21°C, with particular emphasis on the
effect of polymer concentration and coiled tubing curvature ratio. The flow loop available
at the Well Construction Technology Center of the University of Oklahoma, consisting of
1.27 cm straight and coiled tubings (with curvature ratios of 0.01, 0.019, and 0.031), was
utilized. It was observed that for all welan gum fluids investigated, friction losses in
coiled tubing were significantly higher than those in straight tubing. In addition, increas-
ing coiled tubing curvature ratio brings about higher friction loss for all fluids investi-
gated. Rheological data for these fluids were obtained using a Model 35 Fann viscometer.
Friction pressure data gathered from flow experiments are analyzed and correlations for
friction pressure loss prediction of welan gum fluids have been developed for both
straight and coiled tubings. These correlations, which represent the industry’s first at-
tempt in the fundamental investigation of friction loss prediction of welan gum fluids, are
found to provide good accuracy when compared to the experimental data. Flow behavior
of welan gum fluids is compared with 4.9 kg /m3 guar fluid. It is found that in both
straight and coiled tubings, the guar fluid exhibited higher drag reduction when com-
pared to the welan gum fluids investigated in this study. �DOI: 10.1115/1.2907414�

Keywords: welan gum, coiled tubing, friction factor correlation, guar gum, drag
reduction

Introduction
Welan gum is a commercially available biopolymer developed

by Kelco, Division of Merck Co. Inc. USA in 1985 with a trade
name Biozan. It is found to be suitable for drag reduction and
viscosity enhancement purposes in many oil and gas production
operations including hydraulic fracturing, acidizing, wellbore
cleanup, cementing, and drilling. It possesses good thermal stabil-
ity and is stable in the presence of calcium ions, high pH condi-
tions, and in solutions containing high levels of glycols. The mo-
lecular structure of welan gum is shown in Fig. 1.

In recent years, coiled tubing has gained popularity in various
petroleum engineering applications due to its numerous opera-
tional advantages. Polymeric fluids including welan gum have
been pumped through both the straight and coiled sections of
coiled tubing in production operations. Due to secondary flow
effects caused by centrifugal forces in curved flow geometry, fluid
flow behavior in coiled tubing differs significantly from that in
straight tubing. It has been observed that friction pressure losses
in coiled tubing are much higher when compared to straight tub-
ing under the same flow conditions �1�.

Several investigators �2–7� have conducted studies on welan
gum fluids. Most of these investigations involved rheological
characterization of welan gum fluids and their comparison with
other polymeric fluids. To date, there has been no comprehensive
investigation of the hydraulic properties of welan gum fluids of
concentrations typically used in oilfield applications, especially in
coiled tubing. This study, therefore, is the industry’s first effort,
focused toward experimentally determining the effect of polymer
concentration and coiled tubing curvature ratio on welan gum flu-

ids. The correlations developed in this study are applicable for
flow in both straight and coiled tubings and would be of benefit
for the prediction of friction factor of welan gum fluids.

Experimental Setup

Equipment. The schematic diagram of the flow loop used is
shown in Fig. 2. It consists of three coiled tubing reels, one 4.6 m
straight tubing section, fluid mixing and pumping equipment, and
data acquisition system. Three 1.27 cm o.d. and 1.1 cm i.d. coiled
tubings made of stainless steel were used in this study. The di-
mensions of these tubings are presented in Table 1. These coils
were made by spooling straight stainless tubings onto drums with
various diameters. Since the tubing diameter is fixed, decreasing
the coil diameter �from Coil 1 to Coil 3� increases the curvature
ratio from 0.01 to 0.031. The typical range of curvature ratio
encountered in the field applications is well within the range of
these three coils. The wide curvature ratio range of the coils en-
ables us to investigate the effect of curvature ratio on friction
pressure losses in coiled tubing. The easy quick-connects allowed
us to interchange coils during the flow tests.

Fluid mixing and preparation was accomplished by using a
3800 liter polyethylene tank. A Model 6P10 Moyno progressive
cavity pump and a Model 5M Deming centrifugal pump were
used to pump fluids in flow loops. The Moyno pump with its
variable speed drive can deliver up to approximately 0.009 m3 /s
at 4.1�106 Pa pressure. The centrifugal pump serves to boost the
suction of the Moyno pump.

A Micromotion mass flowmeter �Model: CMF050M320NU�
was used to measure the flow rate, fluid density, and temperature.
It measures flow rate in the range of 0–0.0019 m3 /s, fluid density
with accuracy of �0.0005 g /cm3, and temperature with accuracy
of �1°C or �0.5% of reading in °C. Honeywell differential pres-
sure transducers �Model: STD130� were used for the measurement
of frictional pressure losses across straight tubing section and in
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coils. The measurement accuracy is �0.075% of the calibration
span. An absolute pressure transducer �Model: STG98LC� mea-
sures the entry pressure of the system. The flow loop has a work-
ing pressure limit of 6.9�106 Pa.

The data measured by the flowmeter and pressure transducers
were transmitted to a computer where the data were displayed and
saved for later analysis. This task was accomplished by the Fluke
Hydra data acquisition system �Fluke Corporation, Everett, WA,
Model 2625A�. The Fluke Hydra system contains two hydras,
each having 21 analog measurement channels. The sample rate is
up to 10 samples /s. The Hydra data logger communicates with a
host computer via a wireless modem radio link. The wireless tool
can allow up to 366 m distance between the remote logger and the
receiving computer. The data collected are transmitted to a per-
sonal computer in the control room.

Fluids Investigated and Test Procedure. Four concentrations
of water based welan gum fluids typically used in oilfield opera-
tions were investigated. These concentrations are 1.4 kg /m3,
2.9 kg /m3, 5.7 kg /m3, and 8.6 kg /m3. The fluids were prepared
and stored in the 3800 liter polyethylene tank. The mixing proce-
dure recommended by polymer product supplier was followed.
Adequate time was allowed for gel to hydrate in the mixing tank
for proper gelation. Samples of fluid were collected and measured
using a Model 35 Fann viscometer to check fluid viscosity. After
the polymer solution was prepared, water was first circulated

through the flow loop to conduct system check. This ensured that
the pressure transducer settings and parameter settings of the data
acquisition computer were set properly. Water was pumped
through both straight and coiled tubings at various flow rates and
corresponding pressure drop readings were recorded. The results
of water tests were used as the base line for gel flow data analysis.
Water in the flow loop was then displaced by pumping test fluid.
The test fluid was pumped in a single-pass mode to avoid polymer
degradation due to shear. Flow rate was set at a desired value and
steady state pressure drop data across straight and coiled tubings
were recorded. The flow rate was changed and corresponding
pressure drops were recorded. At each flow rate, adequate time
was allowed for the flow to achieve steady state condition. This
was confirmed by monitoring the live display of measured flow
rate and pressure drop signals.

Fluid samples were collected from the mixing tank at the start
and end of each test. The rheology of the samples was evaluated
using a Model 35 Fann viscometer. By comparing rheology of the
samples taken before and after the test, any change in rheology
due to polymer degradation and viscous heating can be detected.
In this experiment, no significant changes were observed in the
rheology of the fluids before and after pumping. After testing with
the first coil, the coil was replaced by another coil with a different
curvature ratio. Similar test procedure was followed for all three
coils to obtain pressure drop data at various flow rates.

Data Reduction and Analysis. For the analysis of the acquired
flow rate versus differential pressure data, rheological property
measurement of the fluids tested was necessary. These data were
obtained by using a Model 35 Fann viscometer at ambient condi-
tion. From the data, logarithmic plots of wall shear stress versus
wall shear rate were prepared and the power law model fluid
parameters, n, flow behavior index, and Kv consistency index for
viscometer were determined. The Kv, subsequently, was converted
to Kp, the pipe consistency index using the following:

Fig. 1 Molecular structure of welan gum

Fig. 2 Schematic diagram of experimental setup

Table 1 Specification of tubing used in fluid flow loop

Tubing
o.d. �cm�

o.d.
�cm�

Core or reel
diameter �m�

Ratio
�r /R�

No. of
turns

Total lenth
�m�

1.27 1.10 1.10 0.010 3 11.02
0.57 0.019 3 5.74
0.36 0.031 6 7.08
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Kp =
Kv

� 4n�

3n + 1
�n

�1�

where � is a constant defined by

� = ��2/n

n�2�� �2 − 1

�2/n − 1
� �2�

In Eq. �2�, � is the ratio of bob to cup radius of the Model 35
Fann viscometer used.

Flow rate and pressure drop values from the flow loop were
converted to Fanning friction factor and generalized Reynolds

number. These two dimensionless groups were used in character-
izing fluid flow through straight and coiled tubings. Generalized
Reynolds number, NRe g, is given by

NRe g = �di
n�v2−n

8n−1Kp
� �3�

Fanning friction factor f is defined by the following expression:

f = � di�p

2lv2�
� �4�

where v is the average velocity and is calculated from

Fig. 3 Rheograms of welan gum fluids investigated

Fig. 4 Apparent viscosity versus wall shear rate plots for welan gum fluids
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v = � 4q

�di
2� �5�

Based on the accuracy of physical measurements including flow
rate ��0.05% � and density ��0.0005 g /cm3� from the Micromo-
tion flow meter and pressure drop ��0.075% � from differential
pressure transducers, the maximum percentage error was com-
puted for the dimensionless parameters: generalized Reynolds
number and Fanning friction factor. Pipe length and diameter
measurement accuracy used were �0.32 cm and �0.00025 cm,
respectively. Table 3 presents the maximum experimental percent-
age error for the computed dimensionless parameters used in the
analysis.

Results and Discussion

Rheological Characterization. Figure 3 shows a logarithmic
plot of wall shear stress and wall shear rate for all welan gum fluid
concentrations investigated. The plot of apparent viscosity against
wall shear rate for these fluids is depicted in Fig. 4. No significant
difference was noticed between viscosity data taken before and
after each test. These figures show that the behavior of all fluids

can adequately be described by non-Newtonian pseudoplastic
fluid over a large shear rate range. The following power law rheo-
logical model thus was used to characterize the behavior of these
fluids:

� = k�	̇�n �6�

The values of parameters n, Kv, and Kp determined over a shear
rate range of 10.2–1022 s−1 are shown in Table 2. The correlation
coefficient, R2, for the n and Kv values is 0.99.

System Calibration. The accuracy of the measurement in
straight and coiled tubings was examined by acquiring water data
through 1.27 cm straight and coiled tubings at 21°C. Water data
from the straight pipe were compared with the following correla-
tion of Drew et al. �8� for turbulent Newtonian flow in smooth
straight pipes:

f = 0.0014 + 0.125�NRe g�−0.32 �7�

Data from the coiled tubing were compared with the following
correlation of Srinivasan et al. �9�, which is valid for turbulent
Newtonian fluid flow in smooth coiled tubing:

f =
0.084

NRe g
0.2 � r

R
�0.1

�8�
�2100 
 NRe g 
 140,000;0.0097 
 r/R 
 0.135�

Figures 5–7 show logarithmic plots of Fanning friction factor
against Reynolds number for water through straight and the three
coiled tubings. It is observed that the water data from the straight
and coiled tubings are in good agreement with the corresponding
correlations of Drew et al. and Srinivasan et al. This indicates that
the straight tubing and three coils are hydraulically smooth. The
system was calibrated every time a new test was performed to
ensure that reliable data were gathered during the test.

Effect of Concentration
Flow data of 1.4 kg /m3, 2.9 kg /m3, 5.7 kg /m3, and 8.6 kg /m3

welan gum fluids investigated in straight pipe are presented in Fig.
8. This is a logarithmic plot of Fanning friction factor and gener-
alized Reynolds number corresponding to the experimental pres-

Table 2 Maximum error in experimental measurements

Tubing type

Maximum error �%�
Generalized Reynolds

number
Fanning friction

factor

Straight tubing 0.1 3.0
Coiled tubing, r /R=0.01 0.2 1.0

Coiled tubing, r /R=0.019 0.2 1.0
Coiled tubing, r /R=0.031 0.2 1.0

Table 3 Power law model parameters for welan gum fluids

Concentration �kg /m3� n Kv �Pa sn� Kp �Pa sn�

1.43 0.487 0.21 0.23
2.85 0.382 0.78 0.86
5.7 0.277 3.39 3.73
8.55 0.244 7.90 8.67

Fig. 5 Water flow data through 1.27 cm o.d. straight and coiled tubings „r /R=0.01…
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sure drop versus flow rate data. The figure also shows plots of the
modified Hagen–Poiseuille equation for laminar flow in straight
pipe and is given by

f = 16/NRe g �9�

Experimental laminar flow data are slightly below the modified
Hagen–Poiseuille equation with a maximum deviation of about
7%, thus giving a reasonable fit. The data points in the turbulent
region are noticed to be significantly lower than the correlation of
Drew et al. for all concentrations, indicating that the welan gum
fluids exhibit significant drag reduction characteristics.

The flow of welan gum polymer solutions in straight tubing
exhibits extended laminar flow for much higher generalized Rey-
nolds number up to about 10,000. The effect of increasing fluid
concentration becomes visible as we approach the turbulent flow
region. In this region, fluids with higher polymer concentration
yield lower friction factor. Generally, in Fig. 8, as flow behavior

index decreases �polymer concentration increases�, friction factor
decreases and more drag reduction is observed until a maximum
concentration is reached above which viscous effects begin to set
in thereby increasing the flow resistance.

As observed from Fig. 8, 1.4 kg /m3 welan gum fluid exhibits
the highest friction factor at any given generalized Reynolds num-
ber in the turbulent region and as concentration is increased the
friction factor reduces. This reduction in friction factor progres-
sively decreases with increasing concentration, indicating that
friction factor becomes less sensitive to concentration as the latter
increases. In fact, there seems to be no reduction in friction factor
as concentration is increased from 5.7 kg /m3 to 8.6 kg /m3, indi-
cating that a threshold of drag reduction may have been attained.
This could, however, be due to the delay in the onset of drag
reduction that may be experienced by the 8.6 kg /m3 fluid due to
increase in viscosity. This is rather difficult to conclude with cer-

Fig. 6 Water flow data through 1.27 cm o.d. straight and coiled tubings „r /R=0.019…

Fig. 7 Water flow data through 1.27 cm o.d. straight and coiled tubing „r /R=0.031…
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tainty since sufficient data at higher generalized Reynolds number
for 8.6 kg /m3 were not obtainable with the present flow loop.

Figures 9–11 present composite logarithmic plots of friction
factor against generalized Reynolds number for various welan
gum fluids in three coils along with corresponding correlation of
Srinivasan et al. It can be seen from Figs. 9–11 that for the range
of generalized Reynolds number considered the drag reduction
characteristics of all fluids seem to be essentially the same for a
given generalized Reynolds number and curvature ratio. The ef-
fect of increasing fluid concentration is barely discernible since all
data points are scattered around a single curve. This might be due
to more pronounced extended laminar flow region experienced in
coiled tubing with this fluid, which brings about a delayed turbu-
lent flow where drag reduction characteristics of the fluids begin
to appear. These observations could also suggest that increasing
polymer concentration has essentially no effect on drag reduction

characteristics of welan gum fluids in coil tubing for the concen-
tration and generalized Reynolds number range investigated.

Effect of Coiled Tubing Curvature
Figures 12–15 present composite plots of Fanning friction fac-

tor against generalized Reynolds number of all welan gum fluids
in straight pipe �base case of r /R=0� and coiled tubing. It is
evident from Fig. 12 that for 1.4 kg /m3 welan gum fluid at a
given generalized Reynolds number, the friction factor increases
as the curvature is increased from 0 to 0.031. Similar trends can
be observed for the other three concentrations. This could be due
to the fact that as the coiled tubing curvature ratio increases, the
intensity of secondary flow effects becomes more pronounced,
which increases the flow resistance. It should also be noted that as
the coiled tubing curvature increases, the difference in increased

Fig. 8 Friction factor of welan gum fluids in 1.27 cm o.d. straight pipe

Fig. 9 Friction factor of welan gum fluids in 1.27 cm o.d. coiled tubing „r /R=0.01…
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friction factor from one curvature to the next decreases progres-
sively. Generally, the highest difference is observed between
straight pipe data and coiled tubing with curvature ratio of 0.01.

Development of Friction Factor Correlations
From a design standpoint, prediction of friction pressure losses

of fluids is extremely important in pumping operations. Estima-
tion of horse power requirement and real time treating pressure
analysis require accurate prediction of pressure losses in the tubu-
lars. With the increasing use of coiled tubing in various petroleum
industry applications, especially in pumping services involving
non-Newtonian fluids, correlations for such predictions have be-
come extremely important.

Straight Pipe Correlation. The experimental friction pressure
data of welan gum fluids flowing through straight tubing are cor-
related using dimensionless parameters; Fanning friction factor, f ,

generalized Reynolds number, NRe g, and fluid’s flow behavior
index, n. The straight pipe correlation for flow of welan gum is
expressed as

fst = a +
b

n
+

c

n2 +
d

NRe g
�10�

where a, b, c, and d are correlation constants.
The correlation has a coefficient of determination, R2, of 0.98,

which indicates a good fit. For this correlation, the average abso-
lute percent deviation of the predicted friction factor from the
measured values is 3.76%, with a maximum deviation of about
10%. This confirms the validity of the correlation for predicting
friction factor of welan gum fluids in straight tubing. Figure 16
shows the comparison between the predicted and experimental
friction factor values for flow in straight tubing. The correlation is
valid for 3000
NRe g
90,000 and 0.24
n
0.50.

Fig. 10 Friction factor of welan gum fluids in 1.27 cm o.d. coiled tubing „r /R=0.019…

Fig. 11 Friction factor of welan gum fluids in 1.27 cm o.d. coiled tubing „r /R=0.031…
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Coiled Tubing Correlation. Friction pressure data for flow of
welan gum fluids in coiled tubing of various curvature ratios are
correlated using dimensionless parameters: Fanning friction fac-
tor, f , generalized Reynolds number, NRe g, and curvature ratio,
r /R. The developed correlation for welan gum fluid flow in coiled
tubing is expressed as

1
	fct

= a�NRe g
1−�r/R��b/2 �11�

where a and b are constants given by the following equations:

a = c1 +
c2 ln�r/R�

�r/R�2 �12�

b = c3 + � c4

�r/R�2� �13�

where c1–c4 are constants. This correlation is valid for 3000

NRe g
90,000; 0.24
n
0.50, and 0.01
r /R
0.031.

Figures 17–19 show comparison of predicted friction factors
from correlation with experimental values for three coiled tubing

Fig. 12 Effect of curvature ratio on friction factor of 1.43 kg/m3 welan gum

Fig. 13 Effect of curvature ratio on friction factor of 2.85 kg/m3 welan gum
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sizes. The correlation has a correlation coefficient of determina-
tion of 0.98, an average absolute percent deviation of 3.65%, and
a maximum deviation of 7.14% for all curvature ratios. It provides
a good fit with the experimental data. A cross plot of measured
Fanning friction factors against predicted values from developed
correlations for both straight and coiled tubings is presented in
Fig. 20.

Application of Developed Correlations. The following ex-
ample demonstrates the application of developed correlations for
tubular friction pressure loss prediction of welan gum fluids in

straight and coiled tubings. The objective is to determine the horse
power requirement for pumping welan gum fluids through straight
and coiled tubings.

Example. A formation at a depth of 1890 m is to be hydrauli-
cally fractured using coiled tubing. Given the following pad stage
information, we compute the friction pressure loss across the tu-
bular and the resulting horse power requirement for pumping of
the fracturing fluid through the tubing.

Fluid Type=2.9 kg /m3 welan gum

Fig. 14 Effect of curvature ratio on friction factor of 5.7 kg/m3 welan gum

Fig. 15 Effect of curvature ratio on friction factor of 8.6 kg/m3 welan gum
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Fluid density, �=1 g /cm3

Flow behavior index, n=0.382
Consistency index, Kp=0.86 Pa sn

Injection rate, q=0.026 m3 /s
Liquid volume=228,000 liters
Tubing size=7.3 cm o.d., 6.2 cm i.d.
Reel diameter=3.3 m, r /R=0.019
Tubing length=3780 m

Solution. During the hydraulic fracturing operation, 1890 m of
the coiled tubing length will be lowered into the wellbore as a
straight section leaving 1890 m on the reel as coiled tubing.

Hence, fluid is pumped through both straight and coiled sections.

Straight Section. From Eq. �3�, the generalized Reynolds num-
ber is computed as NRe g=48490. Using the developed correlation
for predicting Fanning friction factor in straight tubing, Eq. �10�,
the friction factor is computed to be fst=0.00151.

The pressure drop gradient is then calculated using Eq. �4�,
resulting in �p / l=3.6�103 Pa /m. The total pressure drop across
the straight section of 1890 m is 6.8�106 Pa. The hydraulic horse
power, PH, requirement for this pumping operation is computed
using the following expression:

Fig. 16 Comparison between predicted and experimental friction factors for welan gum
fluids in straight pipe

Fig. 17 Comparison between predicted and experimental factors for welan 90 m fluids
in CT „r /R=0.01…
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PH =
�pq

3940
�14�

Hence, the pump power needed to overcome friction losses of
welan gum fluid in the straight section is computed to be: PH
=243 hp.

Coiled Tubing. Using the developed correlation for predicting
Fanning friction factor in coiled tubing, Eqs. �11�–�13�, the fric-
tion factor is computed to be fct=0.002823.

The pressure drop gradient is then calculated using Eq. �4�,
resulting in �p / l=7.0�103 Pa /m. The total pressure drop across

the entire tubing length is 1.3�107 Pa.
The hydraulic horse power, PH, requirement for pumping

through the coiled tubing is computed from Eq. �14�. Pump power
needed to overcome friction losses of welan gum fluid in the
coiled tubing is computed to be PH=471 hp.

The total pump power required to overcome friction losses in
both straight and coiled sections is 714 hp. It is observed that the
pump power required to overcome friction losses in the coiled
section is much greater �about 94% higher� than what is needed
for the straight section of the same length. This is in agreement
with experimental observations.

Fig. 18 Comparison between predicted and experimental friction factors for welan gum
fluids in CT „r /R=0.019…

Fig. 19 Comparison between predicted and experimental friction factors for welan gum
fluids in CT „r /R=0.031…
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Comparison of Welan Gum Fluids With 40 lbs ÕMgal
Guar Fluid

Guar Gum. Guar and its derivatives are the most widely used
viscosifiers for water-based fracturing fluids. It is reported that
over 70% of all fracturing treatments use aqueous-based guar or
guar derivative �such as hydroxypropyl guar and carboxymethyl-
hydroxypropyl guar� fluids �10�. Guar polymers are cost effective
and readily available, possess good hydration properties, and can
tolerate high concentration of monovalent salts. The structure of
the guar molecule �10� is presented in Fig. 21. Over the years,
based on field application, forty pound per thousand gallons
40 lbs /Mgal loading of guar has emerged as the preferred concen-
tration for reservoir stimulation purposes. Hence, alternative poly-
mer performance is usually evaluated against 4.9 kg /m3 as a
benchmark. Therefore, in the following, the performance of welan
gum fluids is compared with 4.9 kg /m3 guar fluid.

Rheology Comparison. Figure 22 presents a plot of apparent
viscosity against wall shear rate for the welan gum fluids and
4.9 kg /m3 guar fluid. It can be observed that the 2.9 kg /m3 welan
gum fluid exhibits greater low shear rate viscosity �LSRV� when
compared to the guar fluid up to a shear rate of about 50 s−1. At
the lowest shear rate of 5 s−1, 2.9 kg /m3 welan gum fluid shows

about 110% higher viscosity compared to 4.9 kg /m3 guar fluid.
However the difference progressively decreases as shear rate in-
creases resulting in a crossover at 50 s−1 from where the guar fluid
begins to exhibit higher apparent viscosity compared to 2.9 kg /m3

welan gum fluid. Among the various welan gum concentrations
investigated, the 2.9 kg /m3 fluid gives the closest equivalence to
4.9 kg /m3 guar fluid based on rheological evaluation within the
shear rate range investigated. Generally, it can be concluded that
on a pound for pound basis welan gum exhibits higher LSRV
compared to guar. Most of the oilfield operations where these
polymers find application involve shear rate between 0.1 s−1 and
100 s−1, for which welan gum generally has better rheological
characteristics.

Comparison of Hydraulic Properties. Established correla-
tions �11,12� for non-Newtonian fluid flow in straight pipes and
coiled tubing were used to generate flow data for guar gum fluid.
The plot of Fanning friction factor versus generalized Reynolds
number for welan gum fluids and 4.9 kg /m3 guar fluid flowing in
straight pipe is presented in Fig. 23. The straight tubing data for
guar gum fluid were generated from Shah’s correlation �11� for
friction pressure of fracturing gels given as

f = f��n� + A�n��NRe g�−B�n� �15�

where f��n� is the infinite friction factor, and A�n� and B�n� are
empirical fluid parameters. It can be observed that in turbulent
flow regime, 4.9 kg /m3 guar fluid exhibits greater drag reduction
when compared to all welan gum fluids studied. As Reynolds
number increases, a progressively greater difference is noticed in
friction factor between guar and welan gum fluids.

Plots of Fanning friction factor versus generalized Reynolds
number for welan gum fluids and 4.9 kg /m3 guar fluid in coiled
tubing of curvature ratios 0.01, 0.019, and 0.031 are presented in
Figs. 24–26. Zhou and Shah’s �13� correlation, for predicting fric-
tion factor for laminar flow of non-Newtonian fluids in coiled
tubing, is also plotted. Guar fluid data were generated from the
correlation developed at the Well Construction Technology Center

Fig. 20 Comparison between predicted and experimental friction factors for welan gum fluids

Fig. 21 Molecular structure of guar gum
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�WCTC� �12� based on experimental investigation of non-
Newtonian fluids in coiled tubing. The WCTC correlation is given
as

	f = a +
b

	NRe g
�1−r/R�

�16�

where a and b are constants. The constant, a, is

	a = c5 + c6
	r/R + � c7 − c8�r/R�3

�a
�2

�17�

where �a is the apparent viscosity at shear rate of 511 s−1.
The laminar guar data generated for all three curvature ratios

give reasonable fit with Zhou and Shah’s correlation. It can be
observed from Figs. 24–26 that 4.9 kg /m3 guar fluid exhibits

greater drag reduction when compared to welan gum fluids stud-
ied. It should also be noticed that as curvature ratio increases from
0.01 to 0.031, drag reduction of all fluids decreases progressively.

It can be concluded from previous discussion that in both
straight and coiled tubings, 4.9 kg /m3 guar gum flluid exhibits
better drag reduction than equivalent concentration of welan gum
fluid. This behavior can be attributed to the differences in molecu-
lar weight and structure of the two polymers. Guar gum has been
reported to have typical molecular weight of 3–5�106 �14�,
while welan gum is believed to be within the range of 2–3
�106 �15�. It has been shown that for polymers with similar mo-
lecular structure, increasing molecular weight results in an in-
crease in drag reduction �16�. This may be due to reduction of
turbulent diffusivity and increased extensional viscosity.

Fig. 22 Apparent viscosity comparison between welan gum and guar fluids

Fig. 23 Comparison between welan gum and guar fluids for flow in straight tubing
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In terms of molecular structure, guar gum has a linear structure,
while welan gum is a branched microbial polysaccharide with
relatively large mean chain extensions per backbone sugar resi-
due. Virk �17� showed that polymers with longer-chain molecular
structure exhibit greater drag reduction compared to polymers
with branched structure given that both are of the same molecular
weight. It can be inferred from the above analysis that the higher
drag reduction experienced with guar fluid over welan gum fluids
is because of the combined effect of higher molecular weight and
long-chain linear structure.

Conclusions
Correlations for predicting Fanning friction factor for flow of

welan gum in both straight and coiled tubings have been devel-
oped.

The effect of increasing in polymer concentration of welan gum
in straight tubing flow is seen as a reduction in friction factor until
a maximum concentration is reached, above which viscous effects
begin to set in.

In coiled tubing, at a given flow rate and curvature ratio, the
friction factor exhibited by the welan gum fluids increases with
increase in concentration. At any given generalized Reynolds
number, the effect of increasing polymer concentration is, how-
ever, barely discernible.

For all welan gum concentrations, as coiled tubing curvature
ratio is increased from 0 �for straight pipe� to 0.031, the friction
factor increases at any given generalized Reynolds number.

On a pound for pound basis, welan gum fluid provides better
viscosity and suspension properties compared to guar fluid. How-
ever, guar gum fluid exhibits better drag reduction characteristics.

Fig. 24 Comparison between welan gum and guar fluids for flow in coiled tubing „r /R
=0.01…

Fig. 25 Comparison between welan gum and guar fluids for flow in coiled tubing „r /R
=0.019…
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Nomenclature
A  pipe cross sectional area �cm2�

a, b, c1–c8, d  correlation constants
DR  drag reduction

f  Fanning friction factor, dimensionless
fct  Fanning friction factor of coiled tubing,

dimensionless
fst  Fanning friction factor of straight tubing,

dimensionless
i.d.  internal diameter of tubing �cm�

k  consistency index of power law fluid
�Pa sn�

Kp  pipe Consistency index �Pa sn�
Kv  viscometer consistency index �Pa sn�

l  length between pressure ports �m�
n  flow behavior index of power law fluid,

dimensionless
NRe  Reynolds number, dimensionless

NRe g  generalized Reynolds number,
dimensionless

o.d.  outside tubing diameter �cm�
PH  pump horse power

q  flow rate �m3 /s�
r  radius of coiled tubing �cm�
R  radius of curvature of coiled tubing reel

�cm�
r /R  coiled tubing curvature ratio, dimensionless

R2  correlation coefficient, dimensionless
v  average fluid velocity �m/s�

�p  pressure drop �Pa�

Greek Symbols
	̇  shear rate �s−1�

	̇w  wall shear rate �s−1�

�  ratio of bob to cup radius for Model 35
Fann viscometer

�  constant defined in Eq. �2�, dimensionless
�  shear stress �Pa�

�w  wall shear stress �Pa�
�  viscosity of fluid �Pa s�

�a  apparent viscosity of fluid �Pa s�
�  fluid density �g /cm3�
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Galerkin Least-Squares Multifield
Approximations for Flows of
Inelastic Non-Newtonian Fluids
The aim of this work is to investigate a Galerkin least-squares (GLS) multifield formu-
lation for inelastic non-Newtonian fluid flows. We present the mechanical modeling of
isochoric flows combining mass and momentum balance laws in continuum mechanics
with an inelastic constitutive equation for the stress tensor. For the latter, we use the
generalized Newtonian liquid model, which may predict either shear-thinning or shear-
thickening. We employ a finite element formulation stabilized via a GLS scheme in three
primal variables: extra stress, velocity, and pressure. This formulation keeps the inertial
terms and has the capability of predicting viscosity dependency on the strain rate. The
GLS method circumvents the compatibility conditions that arise in mixed formulations
between the approximation functions of pressure and velocity and, in the multifield case,
of extra stress and velocity. The GLS terms are added elementwise, as functions of the
grid Reynolds number, so as to add artificial diffusivity selectively to diffusion and ad-
vection dominant flow regions—an important feature in the case of variable viscosity
fluids. We present numerical results for the lid-driven cavity flow of shear-thinning and
shear-thickening fluids, using the power-law viscosity function for Reynolds numbers
between 50 and 500 and power-law exponents from 0.25 to 1.5. We also present results
concerning flows of shear-thinning Carreau fluids through abrupt planar and axisymmet-
ric contractions. We study ranges of Carreau numbers from 1 to 100, Reynolds numbers
from 1 to 100, and power-law exponents equal to 0.1 and 0.5. Besides accounting for
inertia effects in the flow, the GLS method captures some interesting features of shear-
thinning flows, such as the reduction of the fluid stresses, the flattening of the velocity
profile in the contraction plane, and the separation of the boundary layer downstream the
contraction. �DOI: 10.1115/1.2956514�

Keywords: multifield formulations, finite elements in fluids, non-Newtonian, Galerkin
least-squares, generalized Newtonian liquids

1 Introduction

It is well known that many fluids in engineering applications,
such as polymer melts and solutions, muds and drilling fluids in
petroleum industry, food products, cosmetics, and paints, present a
non-Newtonian behavior. They exhibit features such as shear-
thinning or shear-thickening, normal stress differences in shearing
flows, viscoplasticity, extension hardening, and elasticity
�memory�. Computational fluid dynamics has been a powerful
tool for solving non-Newtonian flow problems, although it still
faces considerable difficulties. From the mechanical modeling
standpoint, the gap between the real behavior of materials and the
constitutive theory for its representation prevents the generaliza-
tion of rheological models and compromises the realism of the
simulations. As for the numerical methods, some highly steep and
nonsmooth viscosity models yield locally advection dominant re-
gions and severe gradients, causing pathologies such as numerical
instabilities and spurious oscillations. Moreover, constitutive
models that are implicit for the extra-stress tensor, which are
widespread in non-Newtonian fluid mechanics, introduce the dif-
ficulty of treating the extra stress as a primal variable, creating a
so-called multifield formulation. In the finite element context, two
compatibility conditions arise for such models: the classical
Babuška–Brezzi condition for velocity and pressure approxima-

tion functions and the compatibility condition between the ap-
proximation functions of the extra stress and velocity fields �1�.
For viscoelastic models, the hyperbolic character of the extra-
stress based constitutive equations of differential types gives rise
to a type of instability known as the high Weissenberg number
problem �HWNP� �2�.

Several researchers have introduced multifield formulations.
They analyzed their stability and convergence properties and also
established compatibility conditions for the finite element basis
functions involved. Marchal and Crochet �3� proposed a finite
element for the stress, which employed Hermite polynomials as
shape functions, and proved that such element assures that the
solution of the three-field problem is the same as the solution of
the two-field one. Marchal and Crochet �4� proposed finite ele-
ments composed of several subelements, for which stable results
were obtained for velocity and stress fields. Fortin and Pierre �5�
proved that the element proposed by Marchal and Crochet �4�
satisfied the compatibility condition between the stress and veloc-
ity basis functions. Ruas et al. �6� �references therein� proposed
new mixed elements and performed a numerical analysis of a
multifield formulation for the Stokes problem, also extending their
methodology to the flow of viscoelastic fluids. Franca and Sten-
berg �1� proposed a three-field stabilized formulation based on the
Galerkin formulation for the Stokes problem, establishing its con-
vergence and stability properties. Behr et al. �7� improved the
results of Franca and Stenberg �1�, introducing a very similar sta-
bilized formulation that also incorporated the inertia terms. Behr
et al. �7� also used stability parameters depending on the local
Reynolds number and the element size, as in Franca and Frey �8�.
Baaijens �9� presented a summary of the advances in the approxi-
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mation of viscoelastic flows via finite element methods, reserving
a topic for the strategies employed in overcoming the difficulties
of approximating the extra-stress tensor as a primal variable. Bon-
vin et al. �10� introduced stabilized three-field formulations for the
Stokes problem based on a linear version of the Oldroyd-B model,
splitting the viscosity function into the polymeric and solvent �as
first suggested by Crochet and Keunings �11��. They proved the
uniqueness and existence of the Galerkin formulations and also
established the compatibility conditions for the approximation
functions of the extra stress, velocity, and pressure fields. Their
stabilized formulations �one of them a Galerkin least-squares
�GLS� formulation� are able to circumvent these conditions and
are stable for any combination of triangular elements. Coronado et
al. �12� employed a four-field GLS formulation in velocity, pres-
sure, extra stress, and velocity gradient for the approximation of
flows of viscoelastic Oldroyd-B fluids. They employed the GLS
scheme both in the stabilization of motion and constitutive equa-
tions. Their numerical results were quite stable for equal-order
quadrilateral elements. A four-field formulation known as elastic
viscous split stress �EVSS� is an alternative, which employs the
strain rate tensor as an additional variable in order to circumvent
the compatibility condition between the extra stress and velocity
�13–15�.

Originally introduced in the context of the Stokes problem �16�,
the GLS method was developed to enhance the stability of the
classical Galerkin method by adding mesh-dependent terms to that
formulation. These terms are functions of the residuals of the
Euler–Lagrange equations evaluated elementwise. Since the re-

siduals of the Euler–Lagrange equations are satisfied by their ex-
act solutions, consistency is preserved in these methods. This idea
was also extended to incompressible Navier–Stokes equations by
Franca and Frey �8� who introduced new stability parameters de-
signed to optimize stability and convergence. When applied to
multifield models, the GLS methodology inherits the capability to
circumvent the compatibility conditions between pressure and ve-
locity �Babuška–Brezzi condition� and between extra stress and
velocity �1,7,10�.

The aim of this article is to investigate the features of a multi-
field finite element formulation for extra stress, velocity, and pres-
sure for the approximation of inelastic non-Newtonian fluid flows.
Such formulation is a GLS scheme based on that of Behr et al. �7�,
but employing non-Newtonian viscosity functions. The GLS
methodology was employed in order to enhance the stability of
the classical Galerkin approximation for incompressible flows and
also to circumvent the compatibility between the approximation
functions of stress, velocity, and pressure. In addition, stabiliza-
tion was necessary to preserve numerical stability in locally ad-
vection dominant flow regions, generated as a consequence of the
material behavior of shear-thinning liquids.

We divide this article in the following sections: Sec. 2 presents
the mechanical modeling of the problems we are concerned with
based on the continuum theory, Sec. 3 discusses finite element
formulation and solution methodology, and Sec. 4 gives the nu-
merical results.

Fig. 1 Lid-driven cavity flow, Re=400. „a… Pressure elevation, „b… �11 contours, and „c… �12 contours.
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2 Mechanical Model
The mechanical modeling presented herein concerns a material

body B, for which a flow is defined by the triple velocity, mass
density, and stress tensor fields, �v ,� ,T�, and the associated sys-
tem of contact and body forces, �t�n� , f� �17�.

Principle of mass conservation. The mass of a mechanical body
B does not change with time. Assuming an isochoric motion, the
differential form of this principle is stated as

div v = 0 �1�

where v is the virtual fluid velocity.
Momentum balance (Cauchy’s theorem [17]). The dynamic

principle is equivalent to the laws of momentum balance for the
system of forces acting on B during its motion. This theorem
asserts that a necessary and sufficient condition for the laws of
momentum balance to be satisfied is that the existence of a stress
tensor field, T, such that for each unit outward vector n, Tn
= t�n�, T is symmetric and T satisfies the motion equation

�Dtv = div T + f �2�

2.1 Material Behavior. The particular relations between con-
tact forces and body motion and deformation are modeled by con-
stitutive laws, which are mathematical models for the stress ten-
sor, T. A functional dependence of T on the strain rate tensor, D,
is acceptable in view of the fact that this could represent a frame
indifferent simple fluid �18,19�. The first-order fluid model �19,20�
is the most general isotropic linear relation between T and D,
which is able to predict a viscous response.

The shear-thinning and shear-thickening phenomena in visco-
metric flows were the motivation for the derivation of the gener-
alized Newtonian liquid �GNL� models �21�. These models were
formulated employing the Newtonian law with a strain rate depen-
dent viscosity function, ���̇�, in which �̇ denotes a norm of tensor
D, �̇= �2 tr D2�1/2—in simple shear flows, �̇ represents the shear
rate. Mathematically, the GNL models may be written as

T = − pI + 2���̇�D = − pI + � �3�

where ���̇� is the fluid viscosity, p is the mean pressure, I is the
unit tensor, and � is the extra-stress tensor.

Examples of well-known GNL viscosity functions are the
Ostwald–de Waele power-law and Carreau models �21,22�. The
latter may be mathematically expressed by

���̇� − ��

�0 − ��

= �1 + ���̇�2��n−1�/2 �4�

where �0 is the zero-shear-rate viscosity, �� the infinite-shear-rate
viscosity, n the power-law index, which controls the exponential
viscosity decay, and � a time constant, which is the reciprocal of

the minimum shear rate in which viscosity starts to decrease ex-
ponentially. As stated above, Eq. �4� represents the classical Car-
reau model. For �� equal to zero and large values of �̇, the
Ostwald–de Waele power-law function is recovered, with the con-
sistency index, K, corresponding to �0�n−1 �21�.

3 Multifield Finite Element Approximation
In this section, we present a stabilized multifield formulation

for steady isochoric flows of Newtonian liquid and GNL. Based
on the equation of continuity �Eq. �1�� and the motion equation
�Eq. �2��, coupled to the constitutive equation for T �Eq. �3��, we
may build the following multifield boundary value problem:

��grad u�u = − grad p + div � + f in �

� − 2���̇�D�u� = 0 in �

div u = 0 in � �5�

u = ug on �g

�� − pI�n = th on �h

where �, p, �, f, �, �̇, I, and D are defined as before; u is the
admissible velocity field; ��RN=2,3 is a bounded domain with a
regular boundary �; �g is the portion of � where Dirichlet condi-
tions are imposed and �h is the portion subjected to Neumann
boundary conditions.

3.1 A Galerkin Least-Squares Formulation. Based on a fi-

nite element partition �h of �̄ performed in the usual way �no
overlapping is allowed between any two elements; the union of all

element domains �K reproduces �̄ �23��, we may introduce the
following finite spaces of approximation functions for extra stress,
velocity, and pressure fields:

Wh = �S � C0���N�N � L2���N�N,Sij = S ji,i, j = 1, . . . ,N�S�K

� Rk��K�N�N,K � �h�

Vh = �v � H0
1���N�v��K

� Rl��K�N,K � �h�
�6�

Vg
h = �v � H1���N�v��K

� Rl��K�N,K � �h,v = ug on �g�

Ph = �q � C0��� � L0
2����p��K

� Rm��K�,K � �h�

where C0��� represents the space of continuous functions, L2���
and H1��� Hilbert and Sobolev functional spaces in �, and Rk, Rl,
and Rm the polynomials of degree in k, l, and m in �K �23�. The
problem’s degrees of freedom—extra stress, velocity, and

Fig. 2 Horizontal velocity profiles in x1=0.5L. „a… Re=1. „b… Re=400.
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pressure—are approximated by basis functions contained beneath
the subspaces of Eq. �6�. These approximations are denoted by �h,
uh, and ph, respectively. The weighting functions are approxi-
mated by Sh, vh, and qh.

A GLS formulation for Eq. �5� may be stated as follows: Find
the triple ��h ,uh , ph��Wh�Vg

h� Ph such that

B��h,uh,ph;Sh,vh,qh� = F�Sh,vh,qh�
�7�

∀�Sh,vh,qh� � Wh � Vh � Ph

where

B��,u,p;S,v,q� = ���grad u�u,v� − �p,div v� − ��,D�v��

+ �2���̇��−1��,S� − �D�u�,S� + �div u,q�

+ 	�p,q� + �
K��h


�ReK���grad u�u + grad p

− div �,�grad v�u + grad q − div S��K

+ ��div u,div v� + 2���̇����2���̇��−1�

− D�u�,�2���̇��−1S − D�v�� �8�

and

F�S,v,q� = �f,v� + �t,v�r �
K��h


�ReK��f,�grad v�u

+ grad q − div S��K
�9�

with 	1 and 0���1 as suggested by Behr et al. �7�. The
stability parameters 
�ReK� and � are given as in Franca and Frey
�8�,


�ReK� =
hK

2�u�p
��ReK�

��ReK� = 	ReK, 0 � ReK � 1

1, ReK � 1



ReK =
mk�u�phK

4���̇�/�

mk = min�1/3,2Ck�

Table 1 Vortex eye position for the lid-driven cavity

Reference x1 x2

Re=100
Schreiber and Keller �27� 0.61667 0.74167
Ku and Hatziavramidis �28� 0.62109 0.73752
Sivaloganathan and Shaw �29� 0.61 0.73
Present work �u-p Galerkin� 0.619 0.735
Present work ��-u-p GLS M1� 0.619 0.733
Present work ��-u-p GLS M2� 0.618 0.736

Re=400
Ku and Hatziavramidis �28� 0.55463 0.60415
Sivaloganathan and Shaw �29� 0.56 0.61
Present work �u-p Galerkin� 0.564 0.606
Jurjevic �30� 0.564 0.6055
Present work ��-u-p GLS M1� 0.570 0.605
Present work ��-u-p GLS M2� 0.561 0.605

Fig. 3 „a… Horizontal velocity versus x2, Re=50, n=0.5. „b… Vertical velocity versus x1, Re=50, n
=0.5. „c… Horizontal velocity versus x2, Re=100, n=1.5. „d… Vertical velocity versus x1, Re=100, n
=1.5.
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Ck �
K��h

hK
2 �div D�v��0,K � �D�v��0

2, v � Vh

� = ��u�phK��ReK� �10�

where � is a positive constant scalar, hK is the mesh size, the
operators �·,·� and �· ,· ��K

represent the L2-inner products in the
domains � and �K, respectively, and the p-norm on RN is repre-
sented by � · �p.

Remarks.

1. Taking the stability parameters 
, �, and � equal to zero, the
GLS formulation defined by Eqs. �7�–�10� reduces to the
three-field Galerkin approximation for Eq. �5�, which suffers
from the lack of coercivity, when the viscosity tends to zero
and the need to satisfy both the Babuška–Brezzi condition
and the compatibility condition between the extra-stress and
velocity approximation functions.

2 The GLS formulation defined by Eqs. �7�–�10� is identical to
a GLS formulation proposed by Behr et al. �7� for the context
of constant viscosity fluids. Furthermore, if we drop the in-
ertia terms, i.e., �=0, the formulation of Franca and Stenberg
�1� is recovered.

3 As the GLS terms for the motion equation are added el-
ementwise, as functions of the local Reynolds number, they
add artificial diffusivity in a selective manner. Even for mild
Reynolds number flows, advection dominant regions may be
generated due to the employment of shear-thinning viscosity
functions, which promote very low viscosities in high strain
rates, causing the flow to be locally more advective.

3.2 Solution Method. The approximation functions for �h,
uh, ph, Sh, vh, and qh are given by the polynomial expansions

Sij
h �x� = �

Â��h

NÂ�x�Sij
Â

vi
h�x� = �

A��h

NA�x�vi
A

qh�x� = �
Ã��h

NÃ�x�qÃ �11�

and are substituted in the GLS formulation of Eqs. �7�–�10�. In

Eq. �11�, NA�x�, NÂ�x�, and NÃ�x� are polynomials of A, Â, and Ã,
the nodal points for velocity, extra stress, and pressure, respec-
tively. The integrals in the L2 norms of the formulation of Eqs.
�7�–�10� are approximated via a Gaussian quadrature �24�. The
resulting algebraic system may be summarized as

R�U� = 0 �12�

where U is the vector of nodal degrees of freedom for the primal
variables �h, uh, and ph, so that R�U� corresponds to the matrix
expression

R�U� = ��1 + ��E��� + �1 − ��H + E
�u,����

+ �M + N�u� + N
�u,�� + �K − �1 + ��HT − GT�u

+ �G + G
�u,�� + P�p − �F + F
�u,��� �13�

where �H� and �HT� are the matrices of coupling between � and u,
�E� is the matrix of the � terms, �N� is the matrix of advective
terms, �K� is the matrices of diffusive terms, �G� and �GT� are the
pressure and continuity term matrices, and �F� are the matrices of
body force terms in the motion equation. The matrices with sub-
script 
 denote the matrices of the GLS terms for the motion
equation, �M� is the matrix of the � term, and �P� is the matrix of

Table 2 Minimum and maximum values of velocity compo-
nents for Re=100 and n=1.5

u1 min u2 max u2 min

Neofytou �31� −0.2393 0.2278 −0.2683
Present work ��-p-u GLS� −0.2308 0.2213 −0.2632

Error �% of u0� 0.85 0.66 0.51

Fig. 4 Streamlines for Re=100. „a… n=0.25. „b… n=0.5. „c… n=0.75. „d… n=1. „e… n=1.5.
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the 	 term in Eq. �8�.
In order to obtain the solution of the algebraic system repre-

sented by Eq. �12�, we employ a Newton-based method �25�. This
method requires an initial guess Uk, k=0, and at each iteration, we
solve the linear system

J�Uk��Uk+1 = − R�Uk� �14�

with the Jacobian matrix calculated analytically,

J�Uk� =� �R

�U�Uk

�15�

in order to find the incremental vector �Uk+1 and to compute

Uk+1 = Uk + �Uk+1 �16�

We assume that convergence is achieved when the norm of R�Uk�
is less than a tolerance value—in this work, 10−7.

4 Numerical Results
We implemented the multifield GLS formulation of Eqs.

�7�–�10� within a finite element code developed by the LAMAC
Research Group. In Secs. 4.1 and 4.2 we study flows of Newton-
ian and non-Newtonian fluids using the lid-driven cavity problem.
In Sec. 4.3 we investigate the results of flows of shear-thinning
liquids through abrupt planar and axisymmetric contractions.

4.1 Newtonian Flow in a Lid-Driven Cavity. The lid-driven
cavity problem was built as usual �26�, with characteristic length
L and velocity u0. The boundary conditions of non-slip and im-
permeability were imposed at side and lower walls. A constant
horizontal velocity u0 was prescribed at the upper boundary. The
Reynolds number was varied from Re=1 to Re=400. We investi-
gated approximations employing two meshes consisting of 40
�40 �M1� and 80�80 �M2� equal-order bilinear finite elements
�Q1 /Q1 /Q1� for the variables �-u-p. We also performed compu-
tations using the classical Galerkin method for the problem in the
variables u and p, employing 40�40 Q2 /Q1 elements. We com-
pared our results with several authors �26–30�—see Figs. 1 and 2
and Table 1.

In Fig. 1 we depict a pressure elevation plot and two graphics
of the contours of the extra-stress components �11 and �12. These
results correspond to the 80�80 mesh for Re=400. Such results
were in good agreement with those that we obtained from the u-p
standard Galerkin formulation and also agreed qualitatively with
those of Behr et al. �7�.

In Fig. 2, we compare our results for the horizontal velocity

profile in x1=0.5L with those available in the literature �26,30�. A
satisfactory agreement was observed for the whole range tested,
from Re=1 �Fig. 2�a�� to Re=400 �Fig. 2�b��.

The vortex eye position was another feature compared with
other authors in order to establish code verification. In Table 1 we
list this comparison for Re=100 and Re=400, showing that the
discrepancy is less than 1% in both cases for the two employed
meshes.

4.2 Lid-Driven Cavity Flows of Non-Newtonian Fluids. In
this subsection, the lid-driven cavity problem was employed to
investigate non-Newtonian flows for problems involving material
nonlinearity. The boundary conditions are the same as those de-
scribed in Sec. 4.1. The GNL model was employed with a power-
law function for the viscosity �21�. The Reynolds number for the
cavity flow of power-law fluids was defined as

Re =
�Ln

Ku0
n−2 �17�

with K being the consistency index and n the exponent that con-
trols the viscosity decay for n�1 �shear-thinning behavior� or its
increase for n�1 �shear-thickening behavior�.

We employed a mesh consisting of 80�80 equal-order bilinear
finite elements Q1 /Q1 /Q1 for the variables �-u-p. We investigated
ranges of Reynolds numbers from Re=50 to Re=500 and power-
law exponents from n=0.25 to n=1.5, and we compared the re-
sults with those by Neofytou �31�, who employed a high-order
finite volume method to solve the lid-driven cavity problem for
various GNLs. All the results beneath these ranges were in fine
agreement with that author’s results. In Fig. 3, we depict some of
the comparisons for the horizontal velocity profile at x1=0.5L and
the vertical velocity profile in x2=0.5L, for Re=50 and n=0.5
�Figs. 3�a� and 3�b�� and for Re=100 and n=1.5 �Figs. 3�c� and
3�d��. In Table 2, the maximum and minimum numerical values
for the velocity are presented in comparison with those of Neofy-
tou �31�. Such values are the smallest u1 in the line x1=0.5L and
the greatest and smallest u2 at x1=0.5L for Re=100 and n=1.5.
Again, we find a good agreement between our results and those of
Neofytou �31�.

Figure 4 depicts the flow streamlines for Re=100 and some
distinct values of n. For a fixed Re, the effect of shear-thinning
�Figs. 4�a�–4�c�� is to shift the vortex eye to an upper position
inside the cavity, in comparison to the Newtonian case, n=1, Fig.
4�d�. In the shear-thickening flow, Fig. 4�e�, the vortex has its eye
in a more central position. It is also easy to observe that shear-
thinning fluids �Figs. 4�a�–4�c�� prevent the secondary vortex

Fig. 5 Vortex eye position. „a… Detail for various Re. „b… A general view in the cavity
geometry.
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structure giving rise to a stagnant region in the lower region of the
cavity. Meanwhile, shear-thickening fluids �Fig. 4�e�� tend to al-
low the formation of stronger secondary vortex than in the New-
tonian case.

The effects of inertia, shear thinning, and shear thickening on
lid-driven cavity flows are better understood with the aid of Fig. 5.
In Fig. 5�a�, the vortex eye positions for some distinct Reynolds
numbers, Re, and power-law indices, n, are depicted in detail for
the coordinates x1 and x2. Figure 5�b� gives a more general view
of these positions in the problem domain. Compared to the New-
tonian fluid case �n=1�, the effects of shear thinning and shear
thickening are to carry the vortex to a position more to the right
and to the left, respectively. That happens because of the high
strain rates in the cavity lid, which have the effect of, in the case
of the shear-thinning fluid, decreasing the viscosity and allowing
the vortex to be carried to the right by the flow. As for the shear-
thickening fluid, the high strain rates cause the opposite: the vis-
cosity grows near the cavity lid and hardens the vortex shift to the
right as the flow becomes more advection dominant. We also ob-
serve that for any values of n, the vortex eye appears farther from
the cavity lid as the Reynolds number increases. For the lowest
values of Re, the vortex eye position is also shifted to the right,
while for the lowest ones, it is shifted to the left. This inversion of
behavior occurs because for low Re, diffusion is dominant in most
regions, except for a region next to the cavity lid; but as Re
increases, the whole domain becomes advection dominant and
allows the advection of momentum from the right to the left. For
the shear-thickening fluid, the Re in which inversion occurs Re
200 is higher than the ones of the Newtonian and shear-thinning
flows Re100. That difference is due to Re being a global flow
parameter: where the viscosity increases due to shear thickening,
the flow is locally more diffusive; the local Reynolds number is in
fact lower, and the flow does not possess enough advection to
cause the inversion.

4.3 Flows of Shear-Thinning Liquids Through Abrupt
Contractions. In this subsection we present numerical results of
the GLS approximation of Eqs. �7�–�10� for flows of shear-
thinning liquids through 4:1 planar and axisymmetric contrac-

tions. The boundary conditions imposed were impermeability and
non-slip at the walls, a uniform velocity profile of average veloc-
ity at the inflow boundary, symmetry at the centerline, and free
traction at the outflow boundary, as is usual in finite element ap-
plications. This problem has been studied by Kim et al. �32� em-
ploying Carreau fluids in an axisymmetric domain for low Rey-
nolds numbers, from 0 to 2. The viscosity function employed
herein to model shear thinning is the Carreau equation �Eq. �4��.
We built meshes of Q1 /Q1 /Q1 elements for the geometry and
problem statements summarized in Fig. 6, where the dashed line
represents the symmetry plane and axis and L represents the di-
ameter and width of the narrow tube, for the planar and axisym-
metric cases, respectively. The inflow and outflow lengths were
long enough to ensure the flow’s development �18L and 12L, re-
spectively�. The dimensionless Reynolds and Carreau numbers
were calculated as follows:

Re =
�u0Dh

�0
, Cu = ��̇c �18�

where Dh is the hydraulic diameter of the narrow channel �2L in
the planar case and L equal to the tube diameter, D, in the axi-
symmetric case� and �̇c is the characteristic flow shear rate given
by �̇c=u0 /L for the planar case and �̇c=2u0 /L for the axisymmet-
ric one.

We varied Reynolds from Re=1 to Re=100 and Carreau num-
bers from Cu=1 to Cu=100 and employed power-law indices n
=0.1 and n=0.5. As it can be inferred from Eq. �18�, the Carreau
number, Cu, accounts for the effects of varying � in the viscosity
function, Eq. �4�. The consequences of a decrease or an increase
in both � and n in the Carreau viscosity function is illustrated in

Fig. 6 Problem statements for the abrupt contraction flows

Fig. 7 Carreau viscosity function

Fig. 8 Pressure elevation plots for Re=100, Cu=100, and n=0.5. „a… Planar and „b…
axisymmetric.
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Fig. 9 �12 fields: Cu=1 and n=0.1 for „a… planar and „b… axisymmetric. Cu=100 and n=0.1 for „c…
planar and „d… axisymmetric. �11 fields: Cu=1 and n=0.1 for „e… planar and „f… axisymmetric. Cu
=100 and n=0.1 for „g… planar and „h… axisymmetric.
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Fig. 7, which is a plot of the dimensionless viscosity function,
�*=� /�0, versus the shear rate �̇. If two fluids have the same �,
they start to shear thin at the same shear rate, but the one with the
smallest n presents the steeper viscosity exponential decrease. On
the other hand, for two fluids with the same n, the one with the
highest � starts to shear thin at lower shear rates, but with the
same exponential decrease.

We performed mesh independency studies controlling the pres-
sure drop profile along the symmetry plane and axis and also the
horizontal velocity profiles in the contraction plane. We assumed
that the results were mesh independent for a 13,770 element mesh,
employed both for planar and axisymmetric cases. Figure 8 dis-
plays pressure elevation plots for the situation Re=100, Cu=100,
and n=0.5 when highly advective regions occur near the walls,
showing that the GLS method was able to stabilize any spurious
oscillations that could occur in the pressure field. The sudden
pressure drop at the channel exit is due to the free traction bound-
ary condition; it is not a physical feature but a numerical one that
does not affect the solution in regions sufficiently far from the
channel exit. The results discussed in the sequel correspond to
those obtained using this mesh.

Figure 9 depicts the components �11 and �12 of the extra-stress
tensor for Re=1 and n=0.1 and two values of Carreau numbers,
Cu=1 and Cu=100. We observe the effects of the viscosity de-
crease caused by the high strain rates in the contraction. Shear
thinning reduces the stress levels at the contraction. For the lowest
Carreau number flow �Figs. 9�a�, 9�b�, 9�e�, and 9�f��, the extra
stresses are similar to the Newtonian ones at the same Reynolds
number. For higher Carreau number flows �Figs. 9�c�, 9�d�, 9�g�,
and 9�h��, the decrease in stresses is well pronounced, conse-
quently decreasing the head loss.

The head loss due to the viscosity decrease is compared in Fig.
10 for different shear-thinning fluids �Cu=1, 10, and 100 and n

=0.1, 0.5, and 1�. This figure shows the pressure drop along the
symmetry line for the all flows investigated, in �a� and �b� for
Re=1 and in �c� and �d� for Re=100. �The contraction is located
at x=18L from the inlet flow boundary.� In all cases, the more
shear thinning the fluid is �corresponding to lower n and higher
Cu�, the more the pressure drop is reduced due to viscosity de-
crease. Indeed, the pressure drop in the wide channel is very simi-
lar for all fluids with the same Re since the pressure drop curves
have similar slopes. At the contraction and in the narrow channel,
where the greatest viscosity decreases happen, the slopes are
clearly distinct for all fluids studied.

In Fig. 11 we show the plots of u*=u1 /u0 versus x=x1 /L at the
symmetry line, y=0, with y=x2 /L, for the planar case �Figs.
11�a�, 11�c�, 11�e�, and 11�g�� and u*=u1 /u0 versus x=x1 /D at the
symmetry line, r=0, with r=2x2 /D, for the axisymmetric case
�Figs. 11�b�, 11�d�, 11�f�, and 11�h��, which corresponds to the
maximum velocity value for each x-position. In Figs. 11�a� and
11�b�, the Newtonian profile is depicted for two Reynolds num-
bers, Re=1 and Re=100. In the regions of fully developed flow,
the maximum velocity is the same for both Re, as expected. Near
the contraction the main differences between the advective �Re
=100� and the diffusive �Re=1� cases occur. As expected, an in-
crease in the entrance length is observed for the highest Re. In
Figs. 11�c� and 11�d�, we analyze the u* profile for Re=1 and
Re=100 for a shear-thinning fluid—Cu=100 and n=0.5. The ef-
fect of increasing Reynolds is the same as for the Newtonian fluid,
but two main differences arise. First, in the case of the shear-
thinning fluid, the entrance length is longer than for the Newton-
ian fluid. Second, a peak in u* is formed immediately after the
contraction plane, which is caused by the highly advective regime
that occurs there. Figure 12 elucidates what happens: the flow
acceleration is so great close to the contraction corner that the

Fig. 10 Pressure drop along the symmetry line. Re=1 for „a… planar and „b… axisymmetric. Re=100 for „c… planar and
„d… axisymmetric.
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Fig. 11 Profile of u* along the symmetry line: for Newtonian, „a… planar and „b… axisymmetric; for Cu=100 and n
=0.5, „c… planar and „d… axisymmetric; for Re=1 and n=0.5, „e… planar and „f… axisymmetric; for Re=1 and Cu=10, „g…
planar and „h… axisymmetric
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flow is detached from the wall, and a recirculation is formed,
strangling the flow section and causing a peak in the velocity
profile for both planar �Fig. 12�a�� and axisymmetric �Fig. 12�b��
cases. In Figs. 11�e� and 11�f� the effects of different Carreau
numbers are investigated �Cu=10 and 100� for an inertialess flow,
Re=1. It is possible to observe that an increase in Cu only causes
a light decrease in the centerline velocity values upstream and
close to the contraction, where this parameter controls the fluid
thinning, since these regions are subjected to high strain rates. In
Figs. 11�g� and 11�h� it is evident that for the same Re and Cu, a
change in the n index strongly affects the flow dynamics, espe-
cially downstream the contraction. Due to the high strain rates that
are present in this region, as n decreases, a more flattened velocity
profile is formed. The distinction between the planar and the axi-
symmetric flows is mainly in the values of the centerline velocity,
which is lower in the planar case. The planar flows are only sub-

jected to shear in the upper and lower walls, while the axisym-
metric flows are surrounded by the duct wall, which causes high
deformation rates in a greater portion of the fluid, elongating the
velocity profile in comparison with the planar flows.

In Fig. 13 we study how shear thinning affects the vortex up-
stream the contraction plane. For low Carreau and Reynolds num-
bers �Re=1 and Cu=1, Figs. 13�a� and 13�b��, a vortex is formed
similar to Newtonian flows �32�. As Cu increases, keeping Re
fixed, the viscosity decrease near the contraction renders the flow
advection dominant, pushing the vortex against the wall until it
disappears, as in Figs. 13�c� and 13�d�, where the flow streamlines
for Re=1 and Cu=100 look similar to those of a high Re New-
tonian flow �32�.

In Fig. 14 we show the axial velocity profiles, u*=u1 /u0 versus
y=x2 /L and u*=u1 /u0 versus r=2x2 /D0, at the contraction plane.

Fig. 12 Streamlines. Re=100, Cu=100, and n=0.5: „a… planar and „b… axisymmetric.

Fig. 13 Streamlines. Re=1, Cu=1, and n=0.1; „a… planar and „b… axisymmetric. Re=1, Cu=100, and n=0.1; „c… planar
and „d… axisymmetric.
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In items �a� and �b�, the effect of the power-law index, n, is
investigated while Cu and Re are kept fixed �Cu=100 and Re=1�.
We notice that the lower the n parameter is the flatter the velocity
profile becomes at the contraction plane. In items �c� and �d� the
effect of the Carreau number is investigated while n and Re are
kept fixed �n=0.1 and Re=1�. We notice that the higher the Cu is,

the flatter the velocity profile becomes again due to shear thin-
ning. Also, for low Cu �for Cu=1 in Figs. 14�c� and 14�d��, the
velocity profiles are very similar to the Newtonian ones, indicat-
ing that the strain rates experimented by the fluid near the con-
traction plane were unable to achieve the power-law region of
Carreau model �Eq. �4��. In items �e� and �f� the effects of varying

Fig. 14 Profile of u* versus y and r in the contraction plane: „a… Re=1, Cu=100, planar; „b… Re=1, Cu=100, axisym-
metric; „c… Re=1, n=0.1, planar; „d… Re=1, n=0.1, axisymmetric; „e… Cu=10, n=0.1, planar; „f… Cu=10, n=0.1,
axisymmetric
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the Reynolds number, i.e., adding inertia to the flows, for fixed n
and Cu �n=0.5 and Cu=10� are investigated. As inertia increases
the advection dominant regions, the expected effects of increasing
Re are the same effects of shear thinning, i.e., the flattening of the
velocity profiles. In all cases investigated in Fig. 14, when the
boundary layer is too steep, some numerical oscillations are
present near the wall. These oscillations are due to the inability of
methods based on the addition of artificial diffusivity, such as
streamline upwind/Petrov-Galerkin �SUPG� method and GLS, to
capture regions of shocks and steep gradients smoothly �33�. Such
kind of pathology has been overcome by shock capture techniques
such as those developed by Almeida and Galeão �34�.

Finally, in Fig. 15 we depict a comparison between our multi-
field GLS results and the results of Kim et al. �32� for the axial
velocity in the contraction plane �Fig. 15�a�� and in the symmetry
axis �Fig. 15�b��, both in the axisymmetric geometry. These re-
sults were obtained employing Re=2, Cu=100, and n=0.4. We
may detect a discrepancy in the centerline velocity profile, which
is more abrupt for Kim et al. �32�, probably due to the fact that the
mesh employed by those authors is much coarser in the x1 direc-
tion near the contraction than ours. Despite that, the results may
be assumed to be in good agreement.

5 Final Remarks
We have investigated a three-field GLS formulation for gener-

alized Newtonian fluid flows. Such formulation allows the use of
simple combinations of finite elements, circumventing the com-
patibility conditions between extra-stress, velocity, and pressure
approximations. Numerical results employing Lagrangian quadri-
lateral equal-order interpolations were presented, performing code
verification and investigating some features of shear-thinning and
shear-thickening flow dynamics. The GLS method was efficient in
the stabilization of advection dominant flow regions, which occur
mainly due to viscosity decrease in regions of high strain rates.
Such regions are characterized by steep gradients in velocity, extra
stress, and viscosity fields, which were satisfactorily dealt by the
GLS method. For flows of Carreau fluids through planar and axi-
symmetric contractions, the multifield GLS method was able to
capture stably the shear-thinning features, as the flattening of the
axial velocity profiles in the contraction plane and the reduction in
pressure drop due to viscosity decay. Besides, the GLS formula-
tion employed in this article may be used as a first step in the
development of a GLS formulation for the approximation of dif-
ferential viscoelastic fluid models.
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Nomenclature
A � global node
B � GLS functional

C0 � space of continuous functions
Cu � Carreau number
D � strain rate tensor

Dh � hydraulic dyameter
div � divergence operator
Dt � material derivative
E � matrix of stress terms
f � body force

F � GLS functional
F � momentum load vector
G � incompressibility matrix

grad � gradient operator
H � matrix of coupling between velocity and stress

H1 � Sobolev functional space
hK � element size

I � unit tensor
J � Jacobian matrix
K � consistency index in the power-law model
K � momentum diffusive matrix
L � characteristic length

L2 � Hilbert functional space
M � matrix of stabilization terms
N � momentum advective matrix
n � outward unit vector
n � power-law index

NA � shape function for global node A
P � matrix of stabilization terms
p � pressure field
P � pressure functional space
Q � Lagrangian quadrilateral element
q � pressure weighting function
r � dimensionless position

R � residual vector
Re � Reynolds number
Rk � polynomial functional space of degree k
S � stress weighting function
T � stress tensor
t � stress vector

tr � trace operator
u � admissible velocity field
u � velocity vector components

u0 � characteristic velocity
V � velocity functional space
v � virtual velocity field

W � extra-stress functional space
x � dimensionless position
y � dimensionless position

Fig. 15 Comparison between the multifield GLS results and results of Kim et al. †32‡…
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B � mechanical body
R � set of real numbers
U � vector of degrees of freedom

� · �p � p-norm on RN

Greek Symbols

 � GLS stability parameter
� � GLS stability parameter
� � positive constant scalar
� � GLS stability parameter
	 � GLS stability parameter

�̇c � characteristic shear rate
�̇ � magnitude of tensor D
� � domain boundary
� � viscosity function

�0 � zero shear rate viscosity
�� � infinite shear rate viscosity

� � time constant
� � mass density
� � extra-stress components
� � extra-stress tensor

� � problem domain
�h � finite element partition
�K � element domain

� � upwind function

Subscripts

 � GLS stabilized matix
g � Dirichlet boundary condition
h � Neumann boundary condition
K � finite element

Superscripts
h � finite element approximation
N � number of space dimensions
* � dimensionless
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Numerical and Experimental
Study on Metal Organic
Vapor-Phase Epitaxy of
InGaN/GaN
Multi-Quantum-Wells
A numerical and experimental study has been performed to characterize the metal or-
ganic vapor-phase epitaxy (MOVPE) growth of InGaN /GaN multi-quantum-wells. One
of the major objectives of the present study is to predict the optimal operating conditions
that would be suitable for the fabrication of GaN-based light-emitting diodes using three
different reactors, vertical, horizontal, and planetary. Computational fluid dynamics
(CFD) simulations considering gas-phase chemical reactions and surface chemistry were
carried out and compared with experimental measurements. Through a lot of CFD simu-
lations, the database for the multiparametric dependency of indium incorporation and
growth rate in InGaN /GaN layers has been established in a wide range of growth
conditions. Also, a heating system using radio frequency power was verified to obtain the
uniform temperature distribution by simulating the electromagnetic field as well as gas
flow fields. The present multidisciplinary approach has been applied to the development
of a novel-concept MOVPE system as well as performance enhancement of existing
commercial reactors. �DOI: 10.1115/1.2956513�

Keywords: metal organic vapor-phase epitaxy, InGaN, multi-quantum-well, light-
emitting diode, surface chemistry, radio frequency power, electromagnetic field

Introduction
Light-emitting diodes �LEDs� have recently attracted more at-

tention as a potential alternative of incandescent bulbs and fluo-
rescent lamps, expecting an emerging market of general lighting.
LEDs have promising advantages over existing electric light
bulbs. It has been noted that the typical life span of LEDs is about
10 years, twice as long as fluorescent lamps and approximately 20
times longer than the incandescent bulbs. LEDs generate much
less thermal energy than incandescent bulbs with the same light
output. LEDs are also free of environmental pollutants such as
neon, helium, and argon discharged from fluorescent lamps.
Lighting modules with combination of red, green, and blue LEDs
can emit light of an intended color without additional color filters
that traditional lighting methods adopt.

One of most popular white LED technologies is the use of a
GaN-based blue LED and an yttrium aluminum garnet �YAG�
phosphor because of its noticeable characteristics of small size,
light weight, and easy operation �1�. As an alternative approach,
we have investigated the combination of discrete red, green, and
blue LEDs in order to realize a high efficacy white LED. Com-
pared to red and blue LEDs, green LED still leaves much more
room for improvement in luminescent efficacy. The production of
green LEDs by metal organic vapor-phase epitaxy �MOVPE� is
closely related to the ability to grow InGaN /GaN multi-quantum-
wells �MQWs� with high indium compositions. A conventional
MOVPE process of Group-III-nitride compounds in a simple re-
actor is illustrated in Fig. 1. At inlet, Group-III precursors and

ammonia as Group-V precursor are introduced into the reactor to
build up the epitaxial layers including the InGaN /GaN MQWs, as
depicted in Fig. 2. Typically, the thickness of GaN layer is
10–20 nm and that of InGaN layer is 3 nm, respectively. Each
layer grows on the wafer at an elevated temperature due to the
heater coil under the susceptor. Atomic incorporation occurs from
the adsorption layer into the crystal. The growth rate of the crystal
can be assumed as the net difference between the adsorption and
desorption rates.

A high quality of the growing material is normally promoted by
the use of elevated temperatures and pressures in the growth re-
actor. Under the growth condition of high temperature and high
pressure, a high efficiency of indium incorporation becomes a
challenging task. Elevated temperatures enhance strongly indium
desorption, whereas high pressures may intensify the formation of
indium particles in the gas phase due to higher partial pressure of
gaseous indium.

Indium surface segregation and compositional fluctuation in
InGaN /GaN MQW heterostructures have been studied to identify
the mechanism of light emission from nitride-based blue or green
LEDs �2–7�. In order to suppress the indium segregation near the
InGaN /GaN interfaces during the growth of In-rich InGaN layer,
a growth interruption method �2–4� has been introduced before
GaN capping, and then the quality of In-rich InGaN layer was
greatly improved. During the measurement of phase segregation
in InGaN quantum wells, the fluctuations were found to be be-
tween 10 nm and 20 nm in size and up to 20% on either side of
the average composition �5�. Numerical predictions proposed to
find possible ways for improvement of the quantum well compo-
sition uniformity were discussed �6–8�. This numerical model was
validated by comparing the theoretical predictions with the data
on composition profiles in GaN / InGaN /AlGaN quantum well
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heterostructure. The comparison showed that the theoretical
model reproduces quite well the lower interface of a quantum
well.

In the present study, we have studied the characterization of
three different commercial MOVPE reactors through both numeri-
cal and experimental approaches. Numerical simulations consid-
ering thermofluid dynamics, gas-phase chemical reactions, and
chemical deposition on the surface have been validated by com-
paring with experimental data. Also, optimal speed of susceptor
rotation was predicted for the temperature uniformity on the wafer
due to the radio frequency �rf� induction heating.

Numerical Approach

Governing Equations. Computational fluid dynamics �CFD�
simulations considering gas-phase chemical reactions and surface
chemistry were carried out to establish the database on multipara-
metric dependency of indium incorporation and well thickness in
a wide range of growth conditions. Governing equations are three-
dimensional Navier–Stokes equations with vapor-phase chemical
reactions:
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For an example of InGaN growth, trimethylindium �TMIn�, tri-
ethylgallium �TEGa�, and ammonia are used as the indium, gal-
lium, and nitrogen precursors, respectively. The following vapor-
phase chemical reactions are coupled with the above equations:

TMIn → MMIn + 2CH3 �4�

MMIn → In + CH3 �5�

TEGa + NH3 → TEGaNH3 �6�

TEGaNH3 → TEGa + NH3 �7�

TMIn + NH3 ↔ TMInNH3 �8�

TEGa → Ga + 3C2H5 �9�

where the reaction constants of Eqs. �4�–�9� were determined by
experimental measurements �7� and quantum mechanics calcula-
tions based on variational transition state theory �9,10�. The gov-
erning equations coupled with vapor-phase chemical reactions
were solved with a finite volume method using a commercial flow
solver well known as CFD-ACE� �11�. For spatial discretization, a
second-order upwind-difference scheme was adopted with limit-
ers. For time integration for velocity solutions, the linear equation
solver was the conjugate gradient squared �CGS� algorithm with
preconditioning with 50 sweeps and a convergence criterion of
0.0001. The algebraic multigrid solver with 50 sweeps and a con-
vergence criterion of 0.1 were also used for the other properties.
This numerical approach can predict growth rates of GaN and
InGaN layers as well as gallium and indium compositions in each
layer by implementing the chemical vapor deposition �CVD�
module �12� into the flow solver.

Modeling of Surface Chemistry. In the CVD module �12�
released by STR Inc., the surface chemistry based on the quasith-
ermodynamics approach was modified to consider the surface ki-
netics of Group-III nitrides �6�. A temperature dependent sticking/
evaporation coefficient of molecular nitrogen on Group-III-nitride
surfaces was implemented into the quasiequilibrium model of the
molecular beam epitaxy �MBE� growth process. The values of the
sticking coefficients were extracted from independent experimen-
tal data on Langmuir evaporation of binary nitrides in vacuum.
The adsorption/desorption process can be described by using the
Hertz–Knudsen equations that the net adsorption rate of the ith
species at the surface can be expressed as

Ji = �i�i�pi − pi
0� �10�

where �i is the sticking/evaporation coefficient accounting for ki-
netic limitations in the adsorption/desorption process, �i
= �2	mikT�−1/2 is the Hertz–Knudsen factor for the ith species, pi

is the partial pressure of the ith species, near the growing surface,
and pi

0 is the equilibrium partial pressure of the ith species, which
corresponds to the saturated vapor pressure of the species over its
solid phase. The adsorption/desorption kinetics of ammonia and
nitrogen on/from the surface of growing crystal can be considered
by introducing the sticking coefficients of these species into the
model. Regarding the interaction of nitrogen with the surfaces of
Group-III nitrides, the nitrogen sticking coefficients were ex-
tracted from the independent experiments and evaluated as a func-
tion of temperature �13�. The approximate value of the ammonia
sticking coefficient of 0.04 was measured in Ref. �14�. The stick-
ing coefficients of all the other species are given by unity in the
present study.

For modeling of InGaN growth at the surface, the experimental
data were taken from Ref. �7� and the following independent het-
erogeneous reactions are considered as follows:

TEGa�g� + NH3�g� = GaN�s� + 3C2H5�g� + 1.5H2�g� �11�

TMIn�g� + NH3�g� = InN�s� + 3CH4�g� �12�

2GaN�s� = 2Ga�g� + N2�g� �13�

2InN�s� = 2In�g� + N2�g� �14�

2Ga�g� + H2�g� = 2GaH�g� �15�

Fig. 1 Schematic of a classical MOVPE process for Group-III-
nitride semiconductors

Fig. 2 Epitaxial structure of LED with InGaN/GaN MQWs
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2In�g� + H2�g� = 2InH�g� �16�

2NH3�g� = N2�g� + 3H2�g� �17�
More detailed information on the basic principle and assump-

tions of the surface chemistry modeling for Group-III nitrides can
be found in previous studies �6,12�.

Experimental Approach
Various growth experiments have been performed in commer-

cial MOVPE reactors to understand the growth mechanism of
Group-III nitrides. After heating the rf coil up to the desired
growth temperature, TMIn, trimethylgallium �TMGa�, and TEGa
as group-III precursors, along with 100% ammonia as Group-V
sources, were introduced into the reactor to grow the InGaN /GaN
MQWs following n-GaN layer on 0.2 deg tilted sapphire �0001�
substrates. The temperature of substrate holder, so-called suscep-
tor, was monitored and controlled using a near-infrared pyrometer.

For determination of growth rate and strain, the high resolution
x-ray diffractometry �HXRD� was used. Also, indium composi-

tions of InGaN layers were determined by photoluminescence
�PL� spectroscopy using an excitation beam of a 266 nm fre-
quency tripled Nd:YAG laser.

Results and Discussion

Vertical-Type Reactor. A commercial MOVPE �i.e., Thomas
Swan’s close coupled showerhead, six wafers by 2 in. diameter�
reactor was modeled and then simulated under a typical growth
condition for In-rich InGaN /GaN MQW heterostructures. Trim-
ethyl compounds of indium and gallium �i.e., TMIn and TMGa�
are used as metal organic precursors and chemically react with
100% ammonia at a reactor pressure of 300 Torr and a growth
temperature of 1003 K.

For computational efficiency, the reactor was modeled as two
dimensional axisymmetric and the total grid size was 10,773
nodes, as shown in Fig. 3. The maximum normalized residual for
convergence criterion was less than 10−4 in about 1000 iterations

Fig. 3 Two-dimensional axisymmetric modeling of a vertical
MOVPE reactor „Thomas Swan CCS reactor, 6Ã2 in. wafers…

Fig. 4 Three-dimensional simulation for prediction of mixing
layer thickness of ammonia „black… and nitrogen „white…

Fig. 5 Contours of velocity magnitude and gas-phase indium distribution „top… and growth rate and indium content on a
wafer surface „bottom…
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and the elapsed time was 5500 s on an HP Workstation xw8200
with 3.6 GH CPU. Ammonia and carrier gases �nitrogen and/or
hydrogen� are introduced into the reactor through numerous sepa-
rate inlet holes in order to avoid prereactions outside the reactor
chamber. It costs a lot of time and effort to numerically model the
whole system including those inlet holes. Thus, a local computa-
tional domain was considered as defined in the diamond-shaped
box since we noticed that the mixing layers of ammonia and ni-
trogen are fully developed not far from their inlets, as simulated in
Fig. 4. For a simple test to predict the approximate thickness of
mixing layers, only two dozens of inlet holes were modeled with-
out considering susceptor rotation. Actually the mixing layer
thickness was quite smaller than the height of the reactor chamber.

However, instead of full modeling of inlet pipes, we have in-
cluded the surface chemistry and susceptor rotation for final re-
sults, as shown in Fig. 5. A uniform layer of high-concentration
vapor-phase indium is observed on the high-temperature suscep-
tor. Because of the susceptor rotation, the magnitude of velocity
increases along with the susceptor radius. It was found that the
susceptor rotation of 100 rpm results in a higher uniformity of
growth rate and indium composition on wafer. Predicted values of
growth rate and indium composition are 1.17 nm /min and 28.8%,

respectively. Compared to experimental measurements, simulation
results give over 90% accuracy for the growth rate as well as the
indium composition. For a wide range of growth temperature,
computed results of indium composition show quite a good agree-
ment with experimental data, as shown in Fig. 6. It was also
noticed that �PL� wavelength shows a similar tendency with the
indium content, which has been well proved in many experimental
measurements.

Horizontal-Type Reactor. Another commercial MOVPE sys-
tem �SR6000, 6
2 in. wafers� has been developed by Nippon
Sanso Co. and it has a horizontal-type reactor, as depicted in Fig.
7. This reactor was modeled with approximately 82,200 grid cells,
as shown in Fig. 8. Since this reactor was not available in our
affiliate, we simulated this reactor and then compared the com-
puted results with the experimental measurements taken for Ref.
�15�. They showed that uniformity and reproducibility of doping
and film thickness were typically better than �2% across a full
2 in. wafer. PL peak wavelength uniformity was better than
450�7 nm across a full 2 in. wafer. As already observed in Fig.
6, indium content shows quite a similarity with PL peak wave-
length. The PL peak wavelength can be expressed as a function of

Fig. 6 Comparison of computed and experimental data in in-
dium content and PL wavelength in a wide range of growth
temperature

Fig. 7 Schematic drawing of horizontal multiwafer MOVPE re-
actor „Nippon Sanso SR6000, Tokunaga et al. †15‡…

Fig. 8 Three-dimensional modeling of horizontal MOVPE reactor „Nippon
Sanso SR6000… and its temperature distribution during InGaN growth
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thickness and indium composition of InGaN layer. Gain peak
wavelength simulation showed the relationship as

�PL�nm� = 261.7 + 680.0XIn + 23.0tlayer�nm� �18�

where �PL is the peak wavelength, XIn is the indium composition,
and tlayer is the thickness of the InGaN layer.

The PL mapping result was converted into indium composition
contour lines, and then compared, as shown in Fig. 9. Computed
indium distribution on a 2 in. full wafer shows a good agreement
with converted experimental data. Simulation shows the minimum
maximum range of 15.5–18% indium composition, whereas ex-
perimental measurement shows approximately 15–19% in Fig.
9�a�. For the indium composition along the centerline, the simu-
lation shows a good agreement with experimental data, as shown
in Fig. 9�b�.

Planetary Reactor. In addition, a large-scaled commercial
MOVPE �AIXTRON’s planetary multiwafer, 2 in.
11 wafers�

system was also simulated to investigate the high-temperature
flow field in the planetary reactor, as depicted in Fig. 10. The
growth temperature for the InGaN layer was given by 750°C and
the reactor pressure was maintained as 300 Torr. Independent of
the main susceptor rotation, each wafer holder was designed to
self-rotate by 50 rpm in order to improve the uniformity of growth
rate and composition distribution at high-temperature conditions.
Group-V precursors such as 100% ammonia and the trimethyl
compounds of gallium and indium are introduced into the reactor
chamber through the two dozens of centrifugal inlet nozzles. For

Fig. 9 Comparison of experimental and computed indium dis-
tributions on a 2 in. full wafer; „a… contour lines of indium com-
position with the maximum and minimum values „left: experi-
ment; right: simulation…; „b… indium composition along a
centerline

Fig. 10 Schematic drawing of a planetary MOCVD reactor

Fig. 11 Three-dimensional modeling for one-eleventh of the
whole reactor with centrifugal inlet nozzles „AIXTRON plan-
etary reactor, 11Ã2 in.…

Fig. 12 Velocity vectors on two planes at 1 mm and 4 mm
above the susceptor with a wafer rotation of 50 rpm
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computational efficiency, only one-eleventh of the entire domain
with total 22,000 grid cells was modeled, as shown in Fig. 11.
Rotating wall boundary conditions were imposed onto the wafer
surfaces and periodic boundary conditions were given to both
sides of the computational domain.

Figure 12 shows velocity vectors on both planes above the sus-
ceptor at 1 mm and 4 mm, respectively. Swirling vectors are also
observed on the self-rotating wafer. The distributions of the in-
dium molar fraction and particle density were obtained from both
two- and three-dimensional approximations and then compared
for the central cross section of the reactor. Three-dimensional
modeling predicts somewhat lower indium concentration and
higher particle density of indium clusters, as shown in Fig. 13.
These differences attribute to self-rotation of each wafer in three-
dimensional simulations. Because of the self-rotational motion,
the flow residence time becomes longer, which promotes particle
formation.

RF Induction Heating. Uniform temperature distribution
around the susceptor is crucial in obtaining homogeneous MQWs
with high indium composition. For a precise thermal control, heat-
ing methods using rf power have been widely adopted in MOVPE
system. Thus, we have modeled and simulated inductance heating
problems in a rf heater unit for 2 in.
six-wafer MOVPE reactor,
as shown in Fig. 14.

Three-dimensional thermal flows in the same magnetic field

were simulated for two cases with susceptor rotational speeds of
0 rpm and 5 rpm, as shown in Figs. 14�a� and 14�b�, respectively.
Operation gas was assumed nitrogen of 75 slm, magnetic field
source was generated by 30 kHz ac in the copper coil, and current
density is 1.75
107 A /m2. For the stationary susceptor �i.e., no
susceptor rotation�, the front region has the lower-temperature dis-
tribution than the rear since the inlet flow of precursor gases cools
down the front, as observed in Fig. 14�a�. Along with the suscep-
tor rotation, the difference between the maximum and minimum
temperatures on the susceptor decreases, as shown in Fig. 15. It is
found that the temperature uniformity within 3°C standard devia-
tion on all the wafers can be guaranteed with the minimal rota-
tional speed of 5 rpm or more.

Conclusion
Both numerical and experimental approaches have been carried

out to characterize the MOVPE growth of InGaN /GaN MQW.
Typical features of three different MOVPE reactors were simu-
lated using CFD with vapor-phase chemical reactions and surface
deposition. Those CFD simulations have been verified by compar-
ing with experimental data for growth rate and indium composi-
tion of the InGaN layer in a wide range of growth temperature.
Some rf induction heating simulations were also conducted to
predict a minimal susceptor rotating speed of 5 rpm for uniform
temperature distribution. The present approach combining numeri-

Fig. 13 Comparison of two- and three-dimensional flow fields with and
without wafer orientation; „a… contours of indium molar fraction; „b… con-
tours of particle density of indium clusters
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cal simulation based on CFD and experimental measurement has
been successfully applied to the development of in-house metal

organic chemical vapor deposition �MOCVD� system as well as
the performance enhancement of existing commercial MOCVD
reactors.

Acknowledgment
The authors would like to thank Dr. Roman A. Talalaev and

Eugene V. Yakovlev at Soft-Impact Ltd., Dr. Yuri Makarov at STR
Inc., and Dr. Lada V. Yashina at Moscow State University for their
technical support and discussion.

Nomenclature
c� � specific heat

DMIn � dimethylindium
k � Boltzmann constant

m � mass of molecule, kg
MMIn � monomethylindium

p � pressure, N /m2

t � time,
T � temperature, K

U, V, W � velocity vectors, m/s
x, y, z � spatial coordinates, m

Fig. 14 Temperature „color-scale… and magnetic „gray-scale… fields of a rf
heater with two different susceptor rotating speeds

Fig. 15 Temperature distribution on the susceptor with re-
spect to rotating speed
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� � fluid viscosity, kg/m s
� � density, kg /m3

� � stress tensors
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Multiphysics Simulation of
Electrochemical Machining
Process for Three-Dimensional
Compressor Blade
Electrochemical machining (ECM) is an advanced machining technology. It has been
applied in highly specialized fields such as aerospace, aeronautics, and medical indus-
tries. However, it still has some problems to be overcome. The efficient tool design,
electrolyte processing, and disposal of metal hydroxide sludge are the typical issues. To
solve such problems, computational fluid dynamics is expected to be a powerful tool in
the near future. However, a numerical method that can satisfactorily predict the electro-
lyte flow has not been established because of the complex nature of flows. In the present
study, we developed a multiphysics model and the numerical procedure to predict the
ECM process. Our model and numerical procedure satisfactorily simulated a typical
ECM process for a two-dimensional flat plate. Next, the ECM process for a three-
dimensional compressor blade was simulated. Through visualization of the computational
results, including the multiphase flow, and thermal and electric fields between the tool
and the blade, it is verified that the present model and numerical procedure could satis-
factorily predict the final shape of the blade. �DOI: 10.1115/1.2956596�

Introduction
Electrochemical machining �below ECM� is one of advanced

machining technologies. Gussef originally proposed and designed
the ECM procedure in 1929. Since then, ECM has been developed
and employed in highly specialized fields such as aerospace, aero-
nautics, defense, and medicine. In recent years, ECM has been
used in the automobile and turbomachinery industries because it
has no tool wear and can machine difficult-to-cut metals and com-
plex geometries with relatively high accuracy and extremely
smooth surfaces manufactured. However, ECM still has some
problems with the efficient tool design, electrolyte processing, and
disposal of metal hydroxide sludge. In order to solve these prob-
lems, a numerical simulation so-called computational fluid dy-
namics �CFD� is expected to be a powerful and helpful tool in the
near future. In fact, authors such as Hourng and Chang �1�, Chang
and Hourng �2�, Chang et al. �3�, Filatov �4�, Purcar et al. �5�,
Nied and Lamphere �6�, Rajurkar et al. �7�, Kozak �8�, and Van
Damme et al. �9� already developed numerical models and proce-
dures and reported their findings in literature. However, a numeri-
cal code has not been established that can satisfactorily predict the
machining process, including the thermal fields, electric fields,
complex flow natures such as the generation of hydrogen bubbles
and metal hydroxide sludge �i.e., three-phase effect�, temperature
increase by Joule heating, three dimensionality of the flow, and
flow separation.

In the present study, we develop a multiphysics model and a
numerical procedure to predict the three-phase and three-
dimensional ECM process. First, multiphysics models and a nu-
merical procedure for the ECM process were proposed. These
were verified for a typical ECM process for a two-dimensional flat
plate �i.e., two-dimensional channel�. The numerical results indi-
cate that the effects by Joule heating and hydrogen bubbles are
dominant, whereas the effects of metal hydroxide sludge are neg-

ligible. Next, the model and numerical procedure were applied to
the ECM process for fabricating a three-dimensional compressor
blade. The present model and numerical procedure satisfactorily
predicted the final shape of the blade. In addition, by using the
computed results, the multiphase flow, thermal and electric fields
between the tool and the blade were numerically visualized and
investigated. The results indicate that multiphysics simulation is
useful and essential for the prediction and analysis of an ECM
process.

Numerical Procedures

Governing Equations. In the present study, the flow field was
assumed to be incompressible, laminar, and three phase. That is,
the electrolyte flow, hydrogen bubbles, and metal hydroxide
sludge were considered. Moreover, Joule heating due to the elec-
tric field between the tool and the blade surface was considered. A
one-way coupling method was adopted, because the void fractions
are low on average and the two-way coupling method is time
consuming and unavailable for the ECM process. Therefore, the
flow field is governed by the equations of continuity, Navier–
Stokes, energy, and transport of volume fractions of the hydrogen
bubbles and metal hydroxide sludge. Neglecting buoyancy force
and viscous dissipation, the governing equations can be expressed
as follows:
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The flow properties such as �, �, and Cp depend on the void
fraction of hydrogen bubbles and the volumetric fraction of metal
hydroxide sludge. We assumed a linear combination as

� = �1 − �hydrogen − �metal sludge�� + �hydrogen�hydrogen

+ �metal sludge�metal sludge �6�

where � denotes the flow property.
These equations were discretized by the finite difference tech-

nique, using the explicit MAC method. The third-order upwind
scheme was used for the convection terms, the second-order cen-
tral difference scheme for other spatial terms, and the first-order
Euler scheme for the temporal terms.

The time discretization is an important issue. There are two
approaches in a multiphysics simulation. �1� One is a strongly
coupling method. Considering an ECM process, in this method,
the flow, thermal, electric, H2, and metal sludge fields are simul-
taneously computed at every time step. To use this method, a
high-order discretization scheme is necessary for the temporal
terms. Since this method is too time consuming, it is not suitable
for practical applications. �2� The other is a weakly coupling
method. In this method, the flow, thermal, and electric fields are
firstly computed, and then H2 and metal sludge fields are esti-
mated, based on the frozen flow, thermal, and electric fields. In
other words, the ECM process is replicated by a series of quasi-
steady states. This assumption is justified by the fact that the ti-
mescales of flow and dissolution are quite different. Hence, we do
not need a high-order discretization scheme for the temporal
terms. However, in this method, much attention has to be paid to
the number of quasisteady states �i.e., step number�.

In the present study, we adopted a weakly coupling method. In
order to find a step-number independent solution, we performed
preliminary computations by changing the step number from
about 40 to 90. Investigating the computational results, it was
confirmed that we have to compute the flow, thermal, and electric
fields every 10 s. Therefore, in the computations for a two-
dimensional flat plate and a three-dimensional compressor blade
described later, we adopted typically 70 steps.

Metal Dissolution Model. Faraday’s law for electrolysis was
employed to theoretically analyze the ECM process. The analysis
is based on the following assumptions. �1� The processed material
does not include impurities and is homogeneous. �2� The material
valence is known before processing. �3� The dissolution of metal
is the only reaction on the anode, that is, there are no subreactions
on the anode. �4� The metal is removed by only the dissolution
and not by the collapse, that is, the processed material is dissolved
at the atomic level, and the atoms do not exfoliate and cluster in a
group.

Electric Current Efficiency. Electric current efficiency indi-
cates the rate of the electrons used for dissolution between elec-
trodes in the target reaction. The efficiency is expressed as fol-
lows:

� =
real dissolution

theoretical dissolution
�7�

In the case of ��100%, the metal dissolves with a valence
lower than that used in the computation. That is, the metal col-
lapses on the anode �i.e., Chank effect�, and then the cluster of
atoms drops out. Conversely, in the case of �	100%, the metal
dissolves with a valence higher than that used in the computation:
This means that some of the supplied electrons are consumed by
some subreactions.

Processing Speed. The amount of electricity to dissolve the
metal of 1�g� equivalence is F �Faraday constant, coulombs� ac-

cording to Faraday’s law. Since the equivalence ratio for 1�g�
metal with valence n and an atomic weight M is n /M�g� equiva-
lence, the amount of electricity needed to dissolve 1�g� metal is
nF /M �coulombs�. Therefore, when I �A� electric current for t
�seconds� dissolves 
�g� metal, the following equation can be
obtained.

It =

nF

M
�8�

When the volume removed is V0 and the atomic density is �,
we have the following:


 = �V0 �9�
Substituting this relation into Eq. �8�, we obtain the next equa-

tion.

V0 =
IM

�nF
t �10�

If the distance between two points is �y, the processing area is
S, and the electric conductivity of the distance is �, then the re-
sistance R between the two points is expressed by

R =
1

�

�y

S
�11�

Assuming that the voltage difference is �E, the electric current
I through resistance R is given by the following:

I = �S
�E

�y
�12�

Substituting this equation into Eq. �10�, we obtain

V0 =
�SM

�nF

�E

�y
t �13�

It should be noted that this equation is also used to estimate the
source term in Eq. �5� �i.e., �gi�.

Therefore, the theoretical processing speed vl is

vltheoretical
=

V0

St
=

�M

�nF

�E

�y
�14�

Multiplying this speed with the electric current efficiency �, the
actual processing speed can be obtained as follows:

vlreal
= �vltheoretical

=
��M

�nF

�E

�y
�15�

Finally, the above equation can be rewritten into a derivative
form.

vlreal
=

��M

�nF

dE

dy
�16�

It should be noted that the direction of processing speed vlreal
and the gradient dE /dy is normal to the dissolved wall.

Dissolution depth during a step can be estimated at every grid
point by using the processing speed vlreal

and the time increment
of a step �t. That is, vlreal

�t. Using this depth, a new workpiece
configuration is calculated. Similarly, a new tool position can be
calculated by using the tool feed speed.

Electric conductivity � is influenced by H2 void fraction �.
Following Thorpe and Zerkle �10�, we adopted the next relation,

� = �0�1 − ��1.75�1 + 0.016�T − T0�� �17�
where subscript 0 denotes the value at the flow inlet.

Two-Dimensional Flat Plate Simulation

Computational Conditions. In order to clarify the effects of
Joule heating, hydrogen bubbles, and metal hydroxide sludge, the
ECM process for a two-dimensional flat plate was simulated. Fig-
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ure 1 shows a schematic of the ECM process for a flat plate. The
tool �cathode� is moved toward the workpiece �anode� and the
workpiece surface is electrically dissolved. The electrolyte flows
between the tool and the workpiece �Fig. 2�. It was assumed that
the metal is aluminum, the electrolyte is NaCl, the tool feed speed
is 9.2710−6 m /s, the plate length is 4 mm, and the initial gap is
0.7 mm. These assumptions are based on the experiment by
Hopenfeld and Cole �11�. The computational conditions and the
physical properties of the electrolyte are listed in Tables 1 and 2.

A H-type grid was used, and the grid number was set at 161
21 in the streamwise and transverse directions, respectively. We
should note the grid independent study. We performed preliminary
computations with 6131, 10121, 10131, 10141, 161
21, 16131, and 16141 grid systems in order to check the
grid independent solution. Through these computations, we found
that the final gap in the 16121 case has a deviation by less than
1% from the result in the finest grid case. Considering the com-
putational time, we finally decided to use the 16121 grid
configuration.

The following boundary conditions were imposed: At the inlet a
parabolic velocity profile, constant temperature, zero H2 void frac-
tion, and zero metal hydroxide sludge were fixed, and pressure is
linearly extrapolated from the inner domain. On the wall, no-slip
and adiabatic conditions were applied, and zero normal gradients
of H2 void fraction and metal hydroxide sludge were used. At the
exit boundary, all variables except for pressure were linearly ex-
trapolated, and atmospheric pressure of 1.0105 Pa was fixed.

We computed five cases with different conditions. In Case 1, all
flow effects were neglected, that is, only the electric field was
considered. This corresponds to a conventional ECM simulation.
The following were considered in the remaining four cases: Case
2, the electric field and Joule heating; Case 3, the electric field and
hydrogen bubbles; Case 4, the electric field, Joule heating, and

hydrogen bubbles; and Case 5, the electric field, Joule heating,
hydrogen bubbles, and metal hydroxide sludge. Table 3 lists the
conditions considered in each case.

The diffusion coefficients of hydrogen bubbles and hydroxide
sludge are unknowns. In the present study, simply setting the dif-
fusion coefficient to be 1.010−6 m2 /s, 2.010−6 m2 /s, 3.0
10−6 m2 /s, 4.010−6 m2 /s, and 5.010−6 m2 /s, we per-
formed the preliminary computations. The preliminary computa-
tions with these different values of coefficients indicated that these
coefficients do not have much influence on the numerical results,
and we found that the best match could be obtained with 3.0
10−6 m2 /s. So, we decided to adopt 3.010−6 m2 /s for the
diffusion coefficient for the hydrogen bubbles and the hydroxide
sludge.

Numerical Results and Discussion. Figure 3 compares the
predicted gaps for Cases 1–5 with the experimental data measured
by Hopenfeld and Cole �10�. From this figure, we can confirm the
followings. �1� When no flow effect is taken into account �Case
1�, the predicted gap is constant. �2� In Case 2, the thermal effect
of Joule heating causes both the temperature in the downstream
region and the electric conductivity to increase. Thus, the promo-
tion of metal dissolution produces a larger predicted gap height
downstream. This trend is the inverse of the experimental result.
�3� When only hydrogen bubbles are included in the simulation
�Case 3�, the dissolved volume is greatly underestimated. This
produces low electric conductivity, and the predicted gap becomes
much narrower than the experiment downstream of the channel.
�4� When Joule heating and hydrogen bubbles are considered
�Case 4�, the predicted curve satisfactorily follows the experimen-
tal data. This agreement implies that Joule heating and hydrogen
bubbles are the key parameters in the ECM process, and thus the
physics of ECM is primarily determined by the interaction be-

Fig. 1 Schematic of physics in the ECM process

Fig. 2 Schematic of ECM configuration and computational grid for 2D
flat plate
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tween these two parameters. �5� In Case 5, metal hydroxide sludge
is also taken into account. However, the predicted gap follows that
in Case 4. This means that the effect of metal hydroxide sludge is
negligible due to the extremely small volume fraction.

Figure 4 shows the streamwise change of the section-averaged
flow characteristics �e.g., electric conductivity, H2 void fraction,
and temperature�. In this figure, it is clearly exhibited that the
electric conductivity decreases as the H2 void fraction and flow
temperature increase. It should be noted that the electric conduc-
tivity and void fraction curves are nonlinear, whereas the tempera-
ture curve is linear. If H2 bubbles are not considered, temperature
increases nonlinearly because the temperature increase causes
electric conductivity to be larger. However, in this case H2
bubbles are taken into account, and H2 bubbles accumulate in the
downstream. Since H2 bubbles make electric current decrease,

Joule heating is remarkably suppressed in the downstream, that is,
nonlinear temperature increase is canceled out by the decrease in
electric current. However, we think this trend does not always
occur, and probably it depends on the electrolyte velocity and/or
its flow rate. Therefore, we will need further investigations to
clarify this phenomenon.

From the study of this typical configuration, it was confirmed
that Joule heating and hydrogen bubbles are very important, but
the effect of metal hydroxide sludge is negligible.

Three-Dimensional Compressor Blade Simulation

Computational Conditions. Next, as a practical application of
ECM, we simulated a three-dimensional compressor blade. Figure
5 shows a schematic view of ECM for a three-dimensional com-
pressor blade. A metal block is initially held by the tools, then the
tools are moved toward the center, and the compressor blade is
produced. The computational domain for this simulation was
separated into two parts: the inlet channel and the gap passage
around the blade. We employed a H-type structure grid for each
region. To calculate these two regions with an exchange of flow
information, we adopted the over-set grid method. Furthermore,
by dividing the machining process into 65 steps, the temporal
changes of the flow and the blade geometry were simulated. The
step number of 65 was determined by finding a solution that was
step number independent.

In order to check the grid independence of the solution, we

Table 1 Computational conditions for 2D flat plate

Applied voltage �V� 19.5
Machining time �s� 250
Tool feed rate �m/s� 9.2710−6

Electrolyte flow flux �m2 /s� 1.7510−3

Reynolds number 2000
Metal type Aluminum

Electrolyte type NaCl
Electric current efficiency �%� 100

Conductivity �1 /� m� 7.0
Inflow temperature �K� 297.5

Table 2 Physical properties of electrolyte

Electrolyte conductivity �1 /� m� 7
Electrolyte liquid density �kg /m3� 1027

Specific heat capacity �J/kg K� 4180
Electrolyte liquid viscosity coefficient �kg/ms� 0.78110−3

Thermal conductivity �W/m K� 0.63

Table 3 Conditions for each simulation case

Electric
field

Joule’s
heat

Hydrogen
bubble

Hydroxide
sludge

Case 1 Yes No No No
Case 2 Yes Yes No No
Case 3 Yes No Yes No
Case 4 Yes Yes Yes No
Case 5 Yes Yes Yes Yes

Fig. 3 Comparison of predicted gaps for different conditions in 2D flat plate ECM

Fig. 4 Streamwise change of section-averaged flow
characteristics
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performed preliminary computations with 1462681, 201
2161, 2014161, and 2614161 grid systems.
Through these preliminary computations, we found that, when the
2014161 �about 5105� grid system was used, the final
shape around the midchord region has a deviation by less than 1%
from that in the finest grid case. Therefore, in the present compu-
tation, we employed approximately 7105 grid points in the ini-
tial step and 5105 in the last step. Figure 6 shows a typical grid
system. It should be noted that the interelectrode gap is highly
three dimensional �an order of 1 mm in the first step and an order
of 0.1 mm in the last step�, and the minimum grid size was ap-
proximately 1 �m in the final step.

We used the same boundary conditions as in the two-
dimensional channel. However, it should be noted that we ne-
glected the dissolution of the inlet channel walls.

Four cases were computed. In Case 1, no flow effect is consid-
ered. In Case 2, the electric field, Joule heat, hydrogen bubbles,
and hydroxide sludge were considered for a Reynolds number of
500. The Reynolds number was defined based on the chord length
and the maximum velocity at the inlet. Case 3 was the same as
Case 2, but the Reynolds number was 1000. This condition is
nearly the same as that in the experiment. Case 4 was also the
same as Case 2, but the Reynolds number was 2000. The Rey-
nolds number was changed to clarify the effect of the Reynolds

number on the ECM process. It should be noted that the work-
piece material was nickel alloy, the machining time was 500 s,
and other conditions are similar to those in the two-dimensional
flat plate simulation.

Numerical Results and Discussion. First, the predicted blade
shape and the error of each case are compared with the experi-
mental data in Figs. 7 and 8. As shown in these figures, the pres-
sure and suction sides are reasonably predicted, but the leading
and the trailing edges are overdissolved. However, when all the
physics are included and the Reynolds number matches that of the
experiment �Case 3�, this prediction is obviously the best. There-
fore, Joule heating and hydrogen bubbles are again important ef-
fects in the compressor blade simulation. Overdissolution occurs
around the leading and trailing edges due to simplification of the

Fig. 5 Schematic of ECM for 3D compressor blade

Fig. 6 Computational grid

Fig. 7 Comparison of predicted blade shapes
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tool configuration there. �The actual tool consists of several pieces
near the leading ad trailing edges. Each tool piece is indepen-
dently controlled during the machining process. So it is too diffi-
cult to simulate the exact tool configuration and the movement.�
Comparing the results in Cases 2–4, we can confirm that, if the
Reynolds number is sufficiently high, the solution does not
strongly depend on the Reynolds number because hydrogen
bubbles are not accumulated by the high-speed flow. In Fig. 8, it is
observed that the error is relatively large in the tip region. Since
the tip region is the most downstream in this configuration, the
three-phase effects accumulated there. Therefore, the relatively
large error suggests that the one-way coupling method used in this

Fig. 8 Comparison of errors in each case

Fig. 9 Flow nature around the separation region near the hub

Fig. 10 Flow nature around the tip

Fig. 11 Dissolved volume distributions on the pressure surface
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configuration is insufficient.
Figure 9 exhibits the flow nature �e.g., streamline, H2 void frac-

tion, temperature, and electrical conductivity� around the separa-
tion region near the hub. We can easily see that hydrogen bubbles
are trapped in the separation region and the electrical conductivity
decreases there. Figure 10 shows the flow nature around the tip.
Clearly, the distributions are not uniform; the void fraction of
hydrogen is high especially around the trailing edge, and this
strongly affects the temperature distribution. These flow results
indicate interaction among the flow, thermal, and electric fields;
thus, a multiphysics simulation such as our computation is
necessary.

The nonuniformity of the flow nature described above affects
the dissolution on the metal surface. Figure 11 exhibits the dis-
solved volume on the pressure surface in Cases 1 and 3. This
figure demonstrates the following. �1� The metal dissolution is
nonuniform. �2� In the final stage, the dissolution is relatively
uniform and enhanced by the narrow gap. By comparing the re-
sults in both cases, the Joule heating and hydrogen bubbles cause
the distribution to be more nonuniform.

Figure 12 shows the velocity and H2 void fraction contours at
different spanwise sections and the dissolution volume distribu-
tion on the metal surface. The left and right figures show the
pressure and suction sides, respectively. It is apparent that the flow
is highly three dimensional, and the high dissolution region cor-
responds to the narrow gap in each section. This figure indicates
that the gap size between the workpiece and the tool is the pri-
mary parameter in the ECM process for a compressor blade.
Moreover, as can be expected, the low-speed region corresponds
to the region with a high void fraction of hydrogen and a high
temperature �not shown here�. In other words, hydrogen bubbles
reside and accumulate in the low-speed region.

Summary
In the present study, the ECM process for a two-dimensional

flat plate and a three-dimensional compressor blade was simu-
lated, and the characteristics of the flow between the tool and the

workpiece surface were investigated by observing the computed
flow fields. The numerical results lead to the following conclu-
sions.

�1� Joule heating and hydrogen bubbles are very important in
the ECM process.

�2� The interaction of Joule heating and hydrogen bubbles is
the primary determinant of workpiece dissolution.

�3� The effect of metal hydroxide sludge is negligible.
�4� In the three-dimensional simulation of the compressor

blade, Joule heating and hydrogen bubbles strongly influ-
ence the flow nature, and thus essential.

�5� Joule heating and hydrogen bubbles cause the flow nature
to be highly nonuniform.

�6� The nonuniform flow nature leads to the nonuniform disso-
lution of the workpiece surface.

�7� Hydrogen bubbles reside and accumulate in the low-speed
region.

In the present study, we confirmed that the multiphysics simu-
lation is useful and essential for prediction of the ECM process.
However, we need to further investigate the accuracy of the pre-
dictions computed by our models and numerical procedure.

Nomenclature
Cp � specific heat at constant pressure

C�i � diffusion coefficient of �i
E � electric potential
I � electric current
p � pressure
t � time

T � temperature
ui � velocity vector
xi � Cartesian coordinate
�i � void fraction of hydrogen or volume fraction

of hydroxide sludge
�gi � source of �i

� � electric current efficiency

Fig. 12 Contours of velocity and H2 void fraction at different spanwise
sections and dissolved volume distribution on blade surface „top: 81%
span, middle: 61% span, and bottom: 40% span, at 25th stage…
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� � electric conductivity
� � heat conductivity
� � kinetic viscosity
� � fluid density
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Calculation of DEP and EWOD
Forces for Application in Digital
Microfluidics
Two primary methods for electrostatically actuating microdroplets in channels currently
exist: dielectrophoresis (DEP) for electrically insulating fluids and electrowetting on
dielectric (EWOD) for conducting fluids. In each case, a transverse electric field is used
to create an electrostatic pressure, giving rise to the transport of individual liquid slugs.
This paper examines the nature of the force distribution for both EWOD and DEP
actuated droplets. The effects of system parameters such as contact angle and electrode
length on the shape of the force density and its net integral are considered. A comparison
of the scaling properties of DEP and EWOD for applications in digital microfluidics is
presented. The net DEP force is shown to be strongly peaked when a droplet interface is
located near the edge of a charged electrode and reduces to the well-known lumped
parameter model in the appropriate limits. The effect of electrode spacing is seen to have
an inversely proportional effect on the force experienced by the droplet, and the effect of
increasing droplet contact angle is observed to increase the net force on the droplet.
�DOI: 10.1115/1.2956606�

1 Introduction
The field of digital microfluidics, in which discrete droplets are

manipulated in place of continuous flows, has seen rapid develop-
ment over the past few years for a variety of applications, from
engineering to the life sciences �1–7�, including variable focus
lenses, display technology, fiber optics, and lab-on-a-chip devices.
In particular, efficient and cost-effective lab-on-a-chip devices are
in great demand, as they allow for highly repetitive laboratory
tasks to become automated with the introduction of miniaturized
and integrated systems �8�. This technique typically makes use of
forces possessing favorable scaling relationships; prevalent ex-
amples include thermal or chemical surface tension modulation,
electrowetting, and dielectrophoresis �DEP�. In our group, digital
microfluidics has been employed for active thermal management
of compact electronic devices �9–11�, design of a zero leakage
microvalve �12�, investigation of droplet morphology under elec-
trowetting actuation �13�, and design of an electrowetting micro-
lense �14�.

Accurate descriptions of actuation forces and resultant droplet
velocities must be available when designing an integrated device
making use of discretized flows. Currently, the most promising
methods of droplet actuation in microfluidic devices are elec-
trowetting on dielectric �EWOD� for conductive droplets �15–17�
and DEP for electrically insulating droplets �18–22�, where in
both cases droplets are transported by sweeping an applied volt-
age along a microchannel ahead of the droplet. Numerical model-
ing of the droplet dynamics for EWOD and DEP configurations
has been done using approximations of the electrostatic effect
�13,23�, but incorporation of the electrostatic force density into a
direct simulation of the fluid mechanics is desired. For an example
of such a simulation, see Ref. �24�. This paper presents numerical
results describing the forces in DEP and EWOD for a droplet of
fixed geometry. The lumped parameter result for the net droplet
force is stated for DEP, and then compared with the results from
direct numerical simulation of electrostatic forces. An analysis of

the lumped force acting on an EWOD droplet has previously been
presented by our group and others �2,25,26�. Here we extend these
results to DEP, investigate the net forces and force distributions in
DEP actuation, and provide comparison with EWOD.

The primary difference between an EWOD and a DEP actuated
droplet is the nature of the fluid and its effect on the electric field’s
penetration into the media, see Fig. 1 for the basic setup of
EWOD and DEP. For EWOD, an electrically conducting droplet
is placed in a dielectric-coated channel lined with electrodes. A
given electrode is then activated, creating an electric field that
induces a charge accumulation on the surface of the fluid. This
charge accumulation allows for the creation of a net force on the
droplet, drawing the droplet toward the actuated electrode. Inves-
tigation of the interface profile and electrostatic distribution in
EWOD has been explored in several papers �27–29�. The charge
distribution near the contact line was found analytically, giving
rise to a force distribution that is clustered in a region near the
contact line on the order of h, the thickness of the dielectric layer.
The interface profile used in this paper is assumed circular and
fixed for all time, so any dynamic response to the electric field is
not included and is a topic of future research.

DEP differs from EWOD in that the liquid is insulating, charge
does not accumulate on the surface, and the electric field pen-
etrates into the liquid. It is well known that a dielectric material is
drawn into the gap between the parallel plate of a charged capaci-
tor �30�. This is a result of the nonuniform fringing field located at
the edge of the capacitor, providing a force pointing toward its
center �30,31�. As opposed to EWOD, the dielectrophoretic force
can act over the droplet’s front face or within the bulk of the fluid
itself. Jones �20,21� has explored the close relationship between
DEP and EWOD on a theoretical basis, but for direct simulation
of EWOD and DEP flows including electrostatic effects, a clear
description of the force distribution is required. The cases consid-
ered here are for a perfect conductor �EWOD� and a perfect insu-
lator �DEP�, but there exist many fluids that exhibit properties of
both a conductor and a dielectric, namely, leaky dielectrics �32�.
This will be the topic of a future publication.

2 Governing Equations
In the problems considered in this investigation, the focus is on

droplet flow resulting from electrical forces. In many microfluidic
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applications, the dynamic currents are so small that the magnetic
field can be ignored. In this situation, the governing equations for
the electrical field are the electrostatic laws �33�.

The governing equations of motion for incompressible fluids
under electric effects are the mass, momentum, and electrostatic
equations. Aside from the mechanical forces �pressure and shear
stress�, there exists Columbic forces due to any existing free
charge as well as forces due to polarization. The corresponding
boundary conditions at a fluid interface are obtained by integrat-
ing the mass and momentum equations through the interface.

The net effect of an applied electrical field on a given fluid is
represented by an extra body force on the right hand side of the
Navier–Stokes equations. The body force density fb in a fluid
resulting from the influence of an electric field can be written as

fb = � fE −
1

2
E2�� + ��1

2
E · E

��

��
� �1�

where � is the fluid permittivity, � is the density of the fluid, � f is
the free electric charge density, and E is the electric field. This is
the Korteweg–Helmholtz electric force density formulation
�34–36�. The last term in this equation, the electrostriction force
density term, can be ignored for incompressible flows. Hence, the
body force density considered here is given by

fb = � fE − 1
2E2�� �2�

This force density provides a coupling between the droplet hydro-
dynamics and electric field. The first term of Eq. �2� is attributed
to free charge in the system, while the second term is the contri-
bution from the polarization of the medium.

The body force density �2� can be identically written as the
divergence of a stress tensor, namely, the Maxwell stress tensor

fb = � · TM �3�
or in tensorial notation

Tij
M = �EiEj −

�

2
�ijEkEk �4�

This stress term accounts for both the forces due to the free elec-
tric charges and the forces due to the polarization of the material.

For a system consisting of perfectly insulating fluids �such as in
DEP� with no free charge present, the first term in Eq. �2� can be
disregarded. The second term in Eq. �2� is only nonzero at the
interface between the two fluids, where there exists a gradient in
�. This indicates that the force density is located at the fluid inter-

face, not distributed throughout the bulk of the fluid as the physi-
cal interpretation of the polarization effect indicates. The debate as
to what point of view is correct is longstanding, but these seem-
ingly contradictory interpretations of the body force density can
be shown to be equivalent if care is taken �37�. The body force
density due to the polarization forces is traditionally given by the
Kelvin polarization body force density �38�,

fb = �P · ��E = ��� − �0�E · ��E = � � �1

2
E2� − �� �0

2
E2� �5�

where P= ��−�0�E is the polarization field. For an incompressible
fluid, the scalar pressure only appears in the Navier–Stokes equa-
tions in terms of a gradient. The role of pressure is to ensure that
continuity of the vector field is satisfied, and it takes on whatever
value is needed to guarantee that this condition is always fulfilled.
Hence, any other term that appears in the Navier–Stokes equations
as the gradient of a scalar can be absorbed into the pressure �38�.
This is true of the last term in Eq. �5�, and so the effective body
force density in view of the Kelvin representation is

fb = � � � 1
2E2� �6�

Now consider the Korteweg–Helmholtz formulation. Using the
vector identity �����=���+��� and recalling that there is no
free charge present in this system, Eq. �2� becomes

fb = � � �1

2
E2� − �� �

2
E2� �7�

Since the last term in Eq. �7� is the gradient of a scalar, it can be
absorbed into the pressure. Therefore, the difference in the Kelvin
and Korteweg–Helmholtz body force densities is the gradient of a
scalar, a term that has no dynamic significance for incompressible
flows.

For a system where one fluid is significantly more conductive
than the other �such as EWOD�, the electric relaxation time for the
conductive liquid can be assumed to be significantly shorter than
the relevant hydrodynamic time scales. As a result, the interface
can be regarded as a perfect conductor. For such a conductor
under the influence of an electric field, all free charge in the sys-
tem accumulates on the surface of the droplet. For such a setup,
the force density is given by the first term in Eq. �2�, except that
for an ideal conductor we have � f →� f, where � f is the surface
charge density. Note that this is no longer a body force density; it
is confined to the surface of the droplet. The surface charge den-
sity can be rewritten using Gauss’ law and the field itself is ex-
pressed as the average electric field intensity at the surface. Ap-
plying these two conditions and recalling that the electric field is
always normal to the surface of a conductor gives the surface
force density fs at the interface,

fs = � fE =
�ext

2
E2 �8�

where �ext refers to the dielectric constant of the fluid external to
the conductive droplet �39�.

Thus, the difference in the force distribution for dielectric and
conductive fluids is that of a body force density as opposed to a
surface force density. This is an essential difference in regard to a
numerical implementation of these forces coupled with the fluid
equations.

The investigation of the electric force acting on droplets that are
perfectly conductive and perfectly insulating is now considered in
detail. The following introduces the nondimensionalization of the
system considered in this paper.

2.1 Nondimensionalization. Figure 1 shows the setup for
both the EWOD and DEP systems considered in this paper. Let
the primes denote the nondimensionalized variables and set

Fig. 1 The „a… EWOD and „b… DEP configurations. H is the
droplet and the channel height and L, Le, and Lc, are the drop-
let, the electrode, and the channel widths. l is the spacing be-
tween the hot and grounded electrodes.
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x� =
x

H
, y� =

y

H
, V� =

V

V0
, �� =

�

�0
�9�

where H is the channel height, V0 is the charged electrode voltage,
and �0 is the electric permittivity of free space. This nomenclature
is used to nondimensionalize the governing equations.

2.1.1 DEP. In electrostatics, E=−�V defines the relationship
between the electric field E and the electric potential V. Using the
potential formulation, Gauss’ law reads

� · ���V� = �� �2V

�x2 +
�2V

�y2 � +
��

�x

�V

�x
+

��

�y

�V

�y
= 0 �10�

For the system considered in this paper, � is a continuous function
that takes on the value �ext outside the droplet, �int inside the
droplet, and continuously transitions between �ext and �int linearly
on the scale of the grid. Nondimensionalization of Eq. �10� gives

��� �2V�

�x�2 +
�2V�

�y�2 � +
���

�x�

�V�

�x�
+

���

�y�

�V�

�y�
= 0 �11�

In the presence of the electric field, the atoms in a dielectric
material polarize. The resulting dipoles experience a force from
the electric field, and this electrostatic force density fb of the elec-
trically insulating droplet is given by Eq. �5�. Equation �5� can
then be integrated over the entire domain to give the net force
acting on the insulating droplet. The relationship between the non-
dimensional body force density fb� and the dimensional body force
density fb is

fb =
�0V0

2

H3 fb�

2.1.2 EWOD. In EWOD, the droplet is a conductor and hence
there is no electric field present internally. Therefore, Eq. �10�
reduces to Laplace’s equation,

�2V�

�x�2 +
�2V�

�y�2 = 0

with the appropriate boundary conditions.
The charge distribution resulting from the electric field present

on the conducting droplet feels a force from the external electric
field, giving rise to an electrostatic force always felt normal to the
surface, given by Eq. �8�. The integration of this force density
gives the net force on the conductive droplet. The relationship
between the nondimensional surface force density fs� and the di-
mensional surface force density fs for the EWOD configuration
considered here is

fs =
�0V0

2

H2 fs�

The use of the primes has been dropped in the remainder of this
paper for notational clarity.

2.2 Lumped Forced Calculations. The next two sections
pertain to the forces at work in DEP and EWOD. The total force
per unit area experienced by a droplet can be directly derived
from capacitive energy considerations �30,31�. Differentiation of
the system energy U gives the net force F in the horizontal direc-
tion, per unit area,

F =
dU

dx

This method is demonstrated for both EWOD and DEP droplets in
the section below. To calculate force distributions, numerical
methods must be utilized, and this is presented in Sec. 3.

2.3 Lumped EWOD Force. Under EWOD actuation, the
droplet is a conductor, and so all the charge is located at the fluid
interface. Hence, the droplet experiences a surface force near its

front and rear contact lines. We consider here only the case of a
continuously grounded electrode, with the opposing side of the
droplet in contact with a hot electrode with potential V on its
advancing face and a grounded electrode on its receding face, as
seen in Fig. 1�a�. Ignoring the contributions of edge effects at the
contact lines and the hot/cold electrode interface, the total capaci-
tive energy in the system is

W =
1

2
clLVdrop

2 +
1

2
cu�x +

L

2
��V − Vdrop�2 +

1

2
cu�L

2
− x��− Vdrop�2

�12�

where cu and cl are the capacitances per unit area of the top and
bottom dielectric coatings, Vdrop is the voltage of the droplet, d is
the thickness of the dielectric layers insulating the droplet from
the electrode, and x=0 when the center of the droplet is directly
under the left edge of the electrode. Assume cu=cl=c=�lay /d,
where �lay is the dielectric constant of the insulating layers. Then
the droplet voltage is found by minimizing the total energy with
respect to Vdrop, giving a result of �36,39,40�

Vdrop =
V

2
� x

L
+

1

2
� �13�

Adding Eq. �13� to Eq. �12� gives the system energy, which can be
differentiated by x to give the net force in the horizontal direction,

F =
dU

dx
=

�lay

4d
V2�1 −

2x

L
� �14�

Note that the total force on the droplet is a function of the droplet
position with respect to the electrode. As a result, a droplet under
EWOD actuation experiences a cyclic total force as it moves over
a periodic array of electrodes. However, one should note that this
lumped model breaks down when the droplet interfaces approach
the electrode edges, as edge effects play an important role �26�. In
such cases, one requires direct numerical simulation of the gov-
erning equations to obtain the net force, as described in Sec. 3.

2.4 Lumped DEP Force. Let �int and �ext be the dielectric
constant of the droplet and the external fluid, respectively. Con-
sider the system in Fig. 1�b� and recall that x=0 when the center
of the droplet is directly under the left edge of the electrode in this
section. The energy stored in the region where the droplet is under
the charged electrode is given by 1

2cintV
2, where cint=�int /H�x

−L�V2 is the capacitance per unit area of this region. The energy
stored in the region under the charged electrode where the droplet
is not present is given by 1

2cextV
2, where cext=�ext /H�Le−x�V2 is

the capacitance per unit area of this second region. Then the net
force per unit area is given by

F =
dU

dx
=

d

dx
�1

2
cintV

2 +
1

2
cextV

2� =
1

2

�int − �ext

H
V2 �15�

where �int is the dielectric constant of the fluid itself and �ext is the
dielectric constant of the external fluid. This force is seen to be the
difference in capacitive energy between a dielectric-filled channel
and an empty channel. Again, this model is only valid when the
droplet interfaces are well away from any fringing fields. Note
that the droplet height, H, appears directly in this expression for
F; this factor gives DEP a different scaling than EWOD �26,41�.
The velocity of an EWOD droplet depends on H /L, where L is the
length of the droplet. In contrast, the velocity of a dielectric drop-
let depends only on 1 /L, making DEP increasingly effective for
very small channel sizes.

2.4.1 Maxwell Stress Tensor. The above lumped parameter
analysis can equivalently be derived using the Maxwell stress ten-
sor with a judicious choice of integration path �20�. However, the
stress tensor calculation fails when the droplet interface is near the
edge of the electrode.

First, consider the integration paths in Fig. 2�a�. Here the drop-
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let interface is well away from the electrode interface. The vertical
components of the integration path are assumed to be far enough
away from regions of nonuniformity that E is known analytically.
The contributions along the horizontal components of the integra-
tion path take the form �when only concerned with force in the
horizontal direction�

� T12da =� �E1E2da

where the subscripts 1 and 2 refer to the x and y directions, re-
spectively. Since the horizontal components lie along the elec-
trodes, E1=0 and so these parts of the integration path contribute
nothing to the stress tensor integration.

Now consider the integration path in Fig. 2�b�. The droplet
interface is now near the electrode interface, and the integration
path must lie across the hot/cold electrode interface to ensure that
the vertical components of the path are in regions where E is
known analytically. Unfortunately, it can no longer be assumed
that E1=0 all along the upper horizontal path because of the dis-
continuity, and so the stress tensor method fails when droplet
interfaces are near electrode interfaces. In order to calculate the
net force in these regions, numerical methods need to be utilized.

Note that the same problem persists even when a gap is added
between the hot and cold electrodes, as one would need to inte-
grate around the corners of the electrode, where the normal direc-
tion is ambiguous.

3 Force Distribution
In this section, we present a detailed analysis of the electric

force distribution of a droplet for both EWOD and DEP. The
lumped analysis is only valid when the interface is far from the
fringing fields. While the total force experienced by a droplet
under EWOD and DEP was given in the previous section, a com-
plete solution of the Navier–Stokes equations including electrohy-
drodynamic effects requires a detailed knowledge of the force
distribution, as given below.

3.1 EWOD Force Distribution. Consider a droplet with no
net charge while it is electrically isolated from the electrodes.
Since no volumetric free charge exists in the solution region, the

potential is found by solving Laplace’s equation outside of the
droplet with the appropriate boundary conditions�42�. The bound-
ary condition on the surface of the conductor is

� f = − �ext
�V

�n
�16�

with the entire droplet itself held at a constant potential Vdrop. The
charge distribution and droplet potential are not in general known
a priori and must be found as part of the numerical solution�43�.
This is accomplished via a shooting method in which two initial
guesses for the droplet voltage are assumed; the net charge on the
surface is calculated by integrating � f =−�ext��V /�n� over the
boundary, and a subsequent guess for Vdrop is calculated via the
secant method. Convergence is reached when the integration of
the surface charge is near enough to zero, specified by the user �a
value of 10−6 was used in these calculations�, see Ref. �26� for
details.

The Laplace equation is discretized using second-order cen-
tered differences and the resulting system is solved iteratively. An
example calculation of the electric potential around a conducting
droplet is shown in Fig. 3. The droplet is centered over the voltage
step, and the channel is lined with dielectric layers equal thick-
nesses given by d=0.1H. The contour lines are densely concen-
trated around the four corners of the droplet, indicating the out-
ward pressure along both faces.

The charge distribution and force densities on the surfaces of a
straight-sided centered droplet are shown in Fig. 4. On the rear
interface, the distributions are symmetric about the centerline and
always of the same sign. On the front of the droplet, the charge
changes sign at a location given roughly by

y =
Vdrop

V
H �17�

and the force density is most strongly peaked near the hot elec-
trode. Note that the force distributions are localized within a dis-
tance of order d near the droplet edges. In many EWOD applica-
tions, d is less than 1% of H, and the force is often treated as if it
were a point force acting exactly at the contact line �27�. For more
details on the numerical force calculation in EWOD including
verification, see Ref. �26�.

3.2 DEP Force Distribution. The simple bulk parameter
analysis presented earlier for a dielectric medium is only valid for
certain locations of the dielectric fluid slug relative to the actuat-
ing electrode. When the fluid interface is near a voltage jump, the
form of the system energy will be strongly dependent on the exact
location of the fluid. Equation �15� is therefore expected to be
accurate only when the droplet is straddling the hot/cold electrode
interface with its own faces reasonably far away. In addition, Eq.
�15� does not address the force on a droplet approaching, but not
yet in contact with, a voltage jump. To address these situations,
numerical methods must be utilized.

To calculate the desired force density, we must first solve Eq.
�10� numerically to obtain the electric field of the system. The net
force on the droplet is an artifact of the increase in the gradient of
the square of the electric field. If the interface is located in a
region where the divergence of E2, the contribution to the net
body force of this region is greatly increased. Because of this, it is
critically important that the electric field is accurately resolved

Fig. 2 Integration paths used when calculating the force with
the Maxwell stress tensor when „a… the droplet interface is far
away from the electrode interface and „b… when the droplet in-
terface is near the electrode interface.

Fig. 3 Example calculation of the electric equipotentials sur-
rounding a droplet in EWOD configuration; the contact angle is
10 deg. In nondimensional units, h=1, L=2, and the length of
the computational domain=10. See Ref. †26‡ for more details.
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near the fringing fields located at the edges of the electrodes. To
achieve this resolution, a nonuniform grid is applied in the
x-direction. Let x and x� denote the horizontal coordinate in the
physical and computational planes, respectively. We define the
relationship between the two planes as

x� = xmax�A +
1

�x
sinh−1�� x

x0
− 1�B��

where

A =
1

2�x
log� 1 + �e�x − 1�x0/xmax

1 + �e−�x − 1�x0/xmax
�

B = sinh��xA�

where xmax is the maximum value in the physical domain, x0 is
where we desire to cluster nodes, and �x controls the amount of
clustering about x0, where greater values of �x lead to a higher
concentration of points about x0 �44�. See Fig. 6 for schematics of
the grid distribution in the computational domain.

Transforming Eq. �10� to the computational plane, we arrive at

�� �2V

�x�2� �x�

�x
�2

+
�V

�x�

�2x�

�x2 +
�2V

�y2 � +
��

�x�

�V

�x�
� �x�

�x
�2

+
��

�y

�V

�y
= 0

�18�
where

�x�

�x
=

xmaxB

�xx0��x/x0 − 1�2B2 + 1�1/2

�2x�

�x2 = −
xmaxB

3�x/x0 − 1�
�xx0

2��x/x0 − 1�2B2 + 1�3/2

Each term in Eq. �18� is discretized using the standard second-
order centered finite difference approximation. For a given node
�i , j�, the discretization of Eq. �18� yields the following relation-
ship:

1

��y�2��i,j −
�i,j+1 − �i,j−1

4
�Vi,j−1 + � �i,j

��x�2� �x�

�x
�2

−
�i,j

2�x

�2x�

�x2

−
�i+1,j − �i−1,j

4��x�2 � �x�

�x
�2�Vi−1,j − 2�i,j� 1

��x�2� �x�

�x
�2

+
1

��y�2�Vi,j + � �i,j

��x�2� �x�

�x
�2

+
�i,j

2�x

�2x�

�x2

+
�i+1,j − �i−1,j

4��x�2 � �x�

�x
�2�Vi+1,j +

1

��y�2��i,j

+
�i,j+1 − �i,j−1

4
�Vi,j+1 = 0

The domain in Fig. 5 is discretized using this formula, and the
resulting matrix equation is then solved using iterative methods.
For the gap between the hot and cold electrodes, the boundary
condition �V /�n=0, where n designates the normal direction, is
applied.

Recall that the electrostatic force density is given by Eq. �6�. To
find the net force on a fluid slug, it is necessary to integrate Eq. �6�
all along the channel, not just over the volume of droplet itself.
This is because the fringing fields at the edge of the charged
capacitor exert an inward force on whatever material is present,
including the external fluid surrounding the droplet; this force is
felt as a pressure on the droplet interfaces, and the flow proceeds

Fig. 4 Charge distributions „a… and force densities „b… on the
leading and trailing interfaces of an EWOD-activated droplet.
Contact angle is 0 deg. See Ref. †26‡ for more details.

Fig. 5 Boundary conditions used in numerically solving for
the electric potential surrounding a dielectric fluid in DEP
configuration

Fig. 6 Representative grid used in computation; not all com-
putational nodes are shown. x0 is the point of maximum
clustering.
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such that the material with greatest electric permittivity is drawn
into the “hot” capacitive region. The force on a droplet thus
changes sign as it moves over a charged electrode. In addition, the
DEP force becomes repulsive for droplets immersed in a fluid of
higher dielectric permittivity. Note that, for completeness, in this
paper we consider the full, symmetric case of a droplet moving
into and out of a capacitor, resulting in antisymmetric force peaks
on the fluid. Therefore, it is recommended that the electrodes in a
DEP device be narrower than the droplet’s length, and that they be
actuated so that a fluid slug is pulled forward with a force always
of the same sign.

The nondimensionalized values used in the following computa-
tions are H=1, L=2, Lc=10, Le=2, �ext=1, and �int=3, unless
otherwise stated. Generally 2001 nodes were used in the horizon-
tal direction with Bx=2 and x0 located at the leading edge of the
droplet, and 51 nodes were used in the vertical direction unless
otherwise specified. Figure 7 shows an example calculation of the
electric potential for a droplet centered underneath the left edge of
the electrode. The electric field is found by taking the gradient of
this potential and the electrostatic force density is then found by
squaring the electric field and again taking the gradient. As a
consequence, the force density is very strongly localized in re-
gions where the potential gradient is largest, i.e., near the hot/cold
electrode interface.

To ensure that the resolution is high enough to capture the
behavior of the net force, the force was calculated as the droplet
moved over the edge of the electrode. The convergence of the
method for a varied number of points in the horizontal direction is
seen in Fig. 8. Note that capturing the height of the peak requires
more resolution than nearby values of the total force.

Figure 9�a� shows the net force experienced by the droplet as a
function of position. The gap width between the hot and cold
electrodes is set to 2.5% of H. A sharp spike in force as the droplet
approaches the electrode can be seen. Once the leading droplet
edge has passed underneath the electrode, the force experienced
by the droplet approaches a net nondimensionalized force of 1,
which agrees with the theoretical result �15� from the lumped
force calculation. As the droplet continues to move, it experiences
a strong increase in force to the right as the leading edge of the
droplet approaches the far edge of the electrode. It is at this point
that one would want to activate the next electrode in the series to

keep the droplet moving to the right. This force is counteracted as
the leading edge exits the region covered by the hot electrode and
the behavior described above is repeated but in the opposite
direction.

Figures 9�b� and 9�c� show a similar force plot but with wider
electrodes so that the active electrode is longer than the entire
length of the droplet. In this case, we observe a decrease in net

Fig. 7 Example calculation of the electric potential V for a
droplet centered under the left edge of an electrode

Fig. 8 Convergence of force calculation as resolution in-
creases. The number of points is in terms of the discretization
in the x-direction.

Fig. 9 The net horizontal force experienced by the droplet as a
function of position. Position is given by the location of the
center of the droplet with respect to the center of the electrode.
„a… Le=1.8 and L=2.0; „b… Le=2.0 and L=2.0; „c… Le=2.2 and L
=2.0; and „d… setup for force calculations in „a…–„c….
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force as the leading droplet edge approaches the right edge of the
active electrode. Because the electrode is longer than the droplet,
the trailing edge of the droplet experiences a negative force as it
nears the left edge of the electrode, causing the force to be di-
rected to the left. This occurs before the leading edge of the drop-
let is near the right edge of the electrode, as in Fig. 9�a�. This
situation is not ideal if one hopes to use a sequence of electrodes
to transport the droplet to the right. Clearly, a smaller electrode is
desirable in applications. This phenomenon demonstrates how the
use of narrow electrodes and the importance of accurate electrode
actuation is critical in DEP to avoid “stalling” the droplet in the
channel.

The spikes in force seen in Figures 9�a�–9�c� can be explained
by the drastic change in the gradient of the electric field when the
droplet edge �and hence the dielectric medium� passes through the
fringing field induced by the electrodes. The effect of droplet con-
tact angle can enhance this effect, see Figs. 10 and 11, increasing
the net force on the droplet while it is in this region. This effect
will only be seen when the droplet interface is located near the
fringing field; otherwise the net force can be obtained by the pre-
viously mentioned analytical results. This is a result of the inter-
face physically extending farther into the domain when the con-

tact angle is increased; the nonuniformity of the fringing field
gives rise to the increase in force as the interface extends further
into the region.

The scaling in DEP varies with L, when the droplet interfaces
are well removed from the electrode edges. However, when the
interfaces are near the edges of the electrode, the force scaling is
dependent on l, the distance between the hot and cold electrodes,
as seen in Fig. 12. In EWOD, a surface force density is distributed
over the droplet’s front and rear interfaces and is localized within
a length scale equal to the thickness of the dielectric layers lining
the channel. DEP differs from EWOD in that a volumetric force
density is localized within a radius on the order of the gap be-
tween the hot and cold electrodes. While varying the electrode gap
width does not affect the net force when the droplet interfaces are
sufficiently far from the voltage jump, it does spread the force
distribution over a larger area.

Figure 13�a� shows the decrease in total force on the droplet as
l increases. As the leading edge of the droplet approaches the
electrode, the net force felt by the droplet begins to grow. The rise
in force occurs over the same distance as l, resulting in a broad-
ening of the peak as l increases and a reduction in maximum force
obtained. Reducing the magnitude of the force by increasing the
gap width of the electrodes may be beneficial in applications, as
strong electric fields can cause local dielectric breakdown of the
fluid.

Scaling these peaks with respect to the gap width demonstrates
the linearity of the relationship. We see the same characteristic
features of the peaks align when scaled in this manner, as seen in

Fig. 10 Electric potential for various contact angles. The in-
creased gradient from the curvature results in greater net hori-
zontal force.

Fig. 11 Increase in net horizontal force as the contact angle �
increases for a droplet with the leading edge placed near the
left edge of the electrode near the fringing field

Fig. 12 DEP configuration. The gap between the adjacent elec-
trodes is l.

Fig. 13 Net horizontal force versus x, for various values of l.
The percentage shown indicates the width of the gap with re-
spect to H. P1 and P2 are the same, as shown in Fig. 12. „a…
Force versus position. x=−1 when the leading edge of the
droplet is flush with the edge of the electrode. „b… Net horizon-
tal force versus nondimensional position „relative to the length
of the gap between the electrodes…. l2.5% is the length of the gap
for l=0.025H and xpeak is the location of the maximum net force.
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Fig. 13�b�. This is a beneficial relationship for the fabrication of
microfluidic devices, as the behavior of droplets with different gap
scalings can be extrapolated from known data.

Note that the net forces calculated in this paper pertain to a
solid as well as a liquid; the dynamics of the medium do not play
a role in these calculations. To fully integrate the electrostatics
into a fluid solver, the force density �2� resulting from the electric
field can be added as a body force acting upon the fluid. Investi-
gation into fluid solvers coupled with the electrostatic effect is
beginning to occur, for example, see Ref. �24�. Besides the bulk
transport of the droplet, it is expected that some interesting dy-
namics would arise from adding the force distribution into a fluid
solver. For instance, consider a droplet centered over the edge of a
hot electrode, as seen in Fig 7. The droplet experiences a net force
pulling it into the region of the hot electrode resulting from non-
uniformity of the field. The field is particularly nonuniform in the
region of the droplet located near the gap separating the hot and
cold electrodes �i.e., the points P1 and P2 seen in Fig. 12�. This
region contains two peaks of extremely large magnitude but op-
posite signs. The net effect from this region is canceled out in the
integration of the force density, but one would expect the fluid to
respond to these peaks locally, creating some local fluid circula-
tion. Furthermore, the net force is only in the horizontal direction,
but forces are present in the vertical direction as well, which cer-
tainly will change the shape of the droplet.

4 Conclusion
The two primary methods for droplet transport in digital mi-

crofluidics, namely, DEP and EWOD have been investigated.
EWOD works with conductive fluids while DEP pertains to insu-
lating fluids. In both cases, droplet transport is achieved by sweep-
ing a voltage along a microchannel ahead of the droplet. A review
of the Korteweg–Helmholtz and Kelvin force density formula-
tions has been given as well as how these force densities apply to
DEP and EWOD.

An energy minimization approach was used to calculate the
total force acting on a droplet under EWOD and DEP actuation. It
is seen that the total force for EWOD scales as 1 /d, where d is the
dielectric layer thickness, while for DEP the total force scales as
1 /H, where H is the channel height, which leads to different ve-
locity scalings of H /L and 1 /L for EWOD and DEP, respectively.
This indicates that DEP will be increasingly effective for small
channel heights.

Investigation of the force distributions for EWOD shows how
the force density is confined to the surface of the droplet while in
DEP it is spread throughout the bulk. This is a critical difference
to note when implementing any computational simulation of
EWOD and DEP. Two methods were demonstrated for numeri-
cally calculating the force distribution for EWOD and DEP. To
fully resolve the force when interfaces are located near regions of
nonuniformity in the electric field, greater resolution is required.
In DEP, it is noted that interface curvature can enhance the net
force experienced by the droplet as a result of the fluid interface
extending further into the electric field. When a droplet is under
DEP actuation, small electrode sizes in comparison to droplet
length are preferable, as they keep the net force pointing in the
same direction as the droplet moves under the electrode and
avoiding any possible stalling of the droplet in the channel. Inves-
tigation of the gap width l between electrodes demonstrates how
DEP scales with respect to l. As the interface travels through the
region represented by l, the net force acting on the droplet in-
creases. A decrease in the maximum force obtained also occurs as
l grows. In engineering applications, this parameter could be used
to lessen the magnitude of the force if dielectric breakdown of the
fluid was a concern.
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Optimization of High Flow Rate
Nanoporous Electroosmotic Pump
We present a theory for optimizing the thermodynamic efficiency of an electroosmotic
(EO) pump with a large surface area highly charged nanoporous silica disk substrate. It
was found that the optimum thermodynamic efficiency depends on the temperature, the
silica zeta potential, the viscosity, the permittivity, the ion valency, the tortuosity of the
nanoporous silica but mainly the effective normalized pore radius of the substrate scaled
with respect to the Debye length. Using de-ionized water as the pumping liquid, the
optimized EO pump generates a maximum flow rate of 13.6 ml /min at a pressure of
2 kPa under an applied voltage of 150 V. The power consumed by the pump is less than
0. 4 W. The EO pump was designed to eliminate any bubble in the hydraulic circuit such
that the pump can be operated continuously without significant degradation in the
performance. �DOI: 10.1115/1.2956609�

Introduction
Micropumps have potential applications in medical devices,

portable fuel cells, and electronic cooling. There are generally two
types of micropumps: mechanical pumps �using moving parts
such as check valves and oscillating membranes� and nonme-
chanical pumps �converting electrical energy into kinetic energy
in the fluid�. The disadvantage of using mechanical pumps is that
they are unreliable because of the high friction wear of microelec-
tromechanical system �MEMS� devices, they generate noise, and
they are expensive, particularly for applications with high-
pressure requirement �e.g., chromatography and microcooling of
power electronics�. Electrokinetic �EK� pumps do not suffer from
these disadvantages of mechanical pumps. One of the most popu-
lar EK pumps is the electroosmotic �EO� pump, which is very
cheap to fabricate in comparison to other EK pumps �1� and can
generate high pressure with a small volume substrate. Neverthe-
less, because the shear stress is confined to a thin Debye layer, EO
pumps suffer from high viscous dissipation and exhibit a very low
thermodynamic efficiency like all other EK pumps. In addition,
Faradic reactions at the electrodes generate bubbles by electrolysis
and change the pH of the working fluid—both do not allow EO
pumps to operate continuously for more than a few hours �2�.

In this paper the theory of EO pumping in a capillary and a
porous medium is recalled to increase the thermodynamic effi-
ciency. In particular, the volume flow rate is increased by several
orders by extending the previous silica capillary design to one
using a large silica disk. New housing designs are introduced in
this prototype to solve the major problems of EO pumps �bubble
generation and instability due to pH change�.

Theory of the EO Pump
The basis of EO pumps is the presence of a Maxwell body force

on the liquid within the charged electric double layers �EDLs�
�Fig. 1�. Due to the charged dielectric wall, counterions of the
bulk electrolyte are attracted to the surface such that the net
charge is zero. This charged Debye layer is divided into two lay-
ers, the inner one �Stern layer�, which is immobile due to strong
electrical forces, and the outer one �the diffusive layer�, which
contains free charges �3�. The counterion distribution within the
diffused layer is at Boltzmann equilibrium with the electromigra-

tion flux canceled exactly by the diffusion flux. This balance
stipulates that thickness of the diffused layer to be the Debye
length � �4�:

� =� �kBT

2e2z2n
�1�

where �, n, kB, T, e, and z are the dielectric permittivity of the
liquid, the concentrations of counterions in the bulk solution, the
Boltzmann number, the temperature of the liquid, the electron
charge, and the valance number of the counter ions, respectively.

For an aqueous solution with an asymmetric electrolyte at
25°C, the Debye length becomes �5�

� =
9.61 � 10−9

�z2n
�2�

with � in meters and n in mol m−3. Here we see that the Debye
length is dependent on the concentration of counterions, which
can be controlled by changing the conductivity of the liquid.

The electrical potential between these layers is called the zeta
potential �, which highly depends on the pH of the working fluid,
as the surface charge density can vary due to the oxidation and
reduction reactions at different pH. In the presence of a tangential
electric field, ions in the diffused layer suffer a Coulombic force
and move toward the electrode of the opposite polarity. Viscous
drag by the migrating ions creates fluid motion within the diffused
layer and transfers momentum via viscosity into the bulk �Fig. 2�.

The Navier–Stokes equation for an incompressible liquid can
be given as

�� �U

�t
+ �U � �U� = − �P + ��2U + �Vg + �EE �3�

where �, U, P, �, g, �E, and E are the density of the liquid, the
velocity vector, the pressure, the fluid viscosity, the gravity, the
electrical charge density in the Debye layer, and the electric field
intensity, respectively.

In a capillary of radius a, Rice et al. �6� derived the velocity
profile u�r� under a tangential electrical field E, assuming that the
pressure gradient is constant, the gravity force is neglected, and
the fluid is incompressible.

u�r� =
− a2

4�

�P

lc
�1 −

r2

a2� −
��E

�
�1 −

	�r�
�

� �4�

In Eq. �4�, �, �, �P, and lc are the viscosity of the working
fluid, the zeta potential, the pressure drop, and the capillary
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length, respectively. 	�r� is the potential in the capillary due to the
EDL called the inner potential. The velocity profile in a capillary
of a radius a for different pressure drops has been drawn in Fig. 3,
where the pressure drop influences the velocity profile. It is seen
that by decreasing the pressure, the deformation in the velocity
profile will decrease. This profile corresponds to the EO pump
presented in Fig. 2.

In order to get a closed-form analytical solution of the profile of
the inner potential across the capillary, the Debye–Huckle ap-
proximation can be used �5�. This assumption gives

	�r� = �

I0� r

�
�

I0� a

�
� �5�

where I0 is the zero-order modified Bessel function of the first
kind.

The variation of the normalized inner potential profile 	�r� /� in
a capillary of radius a for various values of the Debye length is
shown in Fig. 4. It can be seen that the inner potential profile
depends on the Debye length and hence on the conductivity of the
liquid. The integration of Eq. �4� in a capillary over a section 
a2,
gives the flow rate as

Qc =
− 
a4

8�lc
�P −


a2��E

�
�

0

a	1 −

I0� r

�
�

I0� a

�
�
 2r

a2 dr �6�

Extension to a Nanoporous Pump Substrate. The very small
value of the Debye length �nanometers� gives a very low range for
the flow rate ��l /min� �1,7,8�. This low flow rate can be increased
with a large cross section of the pump section. However, as the
pumping electric Maxwell stress is confined to the diffused layer,
this large cross section should consist of a bundle of small capil-
laries whose radii approach the Debye length. A monolithic silica
matrix, which can be made from sol-gel synthesis, is a nanoporous
structure resembling this massive capillary bundle. However, the
mechanical resistance of the monolithic silica matrix is low and it
can hence be used only for a capillary EO pump �1�, unless the
porosity of the sintered silica can be reduced �4�. The monolithic
silica matrix can be easily prepared by the procedures of Refs.
�9–11�. Other authors such as Zeng et al. �12� and Brask �4� have
used sintered borosilicate disks that contain 80.60% silica �SiO2�,
12.60% boric oxide �B2O3�, and 4.20% sodium oxide �Na2O�.
These samples are fabricated by ROBU �Germany�. A third
method used to create a porous structure is to pack silica particles
�13�, which is rather tedious and difficult to carry out.

The theoretical study of electroosmosis in a porous structure is
very complicated due to the complex geometry of the sintered
silica. To simplify the study of a porous disk, Zeng et al. �14�
extended the maximum pressure �Pm and the maximum flow rate
Qm for a porous EO pump as follows:

Qm =
�A��V

�l�
�1 −

2

aeff/�
I1�aeff/��
I0�aeff/��� �7�

Fig. 1 Structure of EDL

Fig. 2 The EO pumping in a capillary

Fig. 3 The velocity profile u„r… in a capillary of radius a for
different values of the pressure drop „�P=�P1, �P=�P1/2,
and �P=�P1/5, �P1 are the given pressure drops less than
�Pm….

Fig. 4 The variation of the normalized inner potential profile
for different values of the Debye length.
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�Pm =
8��V

aeff
2 �1 −

2

aeff/�
I1�aeff/��
I0�aeff/��� �8�

In Eqs. �7� and �8�, �, �, aeff, and V are the porosity, the
tortuosity ��lc / l�2�, the effective pore radius of porous silica disk,
and the applied voltage, respectively. I0 and I1 are the zero and the
first order modified Bessel functions of the first kind. It is seen
that the maximum pressure and the maximum flow rate are func-
tions of the geometry �A ,L�, the porous structure �	, �, aeff�, the
nature of the wall and the liquid ��, �, �, ��, and the applied
voltage �V�.

Optimization of a Nanoporous EO Pump
In order to increase the thermodynamic efficiency of the EO

pump, a study of an analytical formula of the optimum thermody-
namic efficiency will be calculated. The thermodynamic effi-
ciency of an EK pump represents the hydraulic power generated
over the total electrical power consumed by the pump, which can
then be given as

��P� = �Q��P��P

VIT��P�
� �9�

In Eq. �9�, Q, �P, V and IT are the operating flow rate, the
operating pressure drop, the applied voltage, and the total con-
sumed current in EO pump, respectively, assuming that the losses
due to electrochemical reactions are negligible.

Because of the linearity of the flow rate with respect to the back
pressure, the flow rate and the back pressure are related by a
convenient universal relationship when normalized by their maxi-
mum values �15�.

Q��P� = Qm�1 −
�P

�Pm
� �10�

Let us consider a porous silica disk, which has a section A, a
length l, a porosity �, a tortuosity �, and an effective pore radius
aeff. This disk therefore can be considered as a collection of par-
allel capillary pumps of radius aeff. In Eq. �9�, the total current is
divided into three parts: the electroconvection current Icon, the
electromigration current Imeg, and the diffusion current. The last is
neglected compared to the other two �2�. The currents Icon and
Imeg can hence be given as

Icon =
/

S

�E�r�u�r�ds �11�

Imeg =
/

S

��r�Eds �12�

where S, ��r�, and �E�r� are the cross section, the electrical con-
ductivity, and the free density charge in the Debye layer, respec-
tively, and they can be written as �5�

�E�r� = −
�

�2	�r� �13�

��r� = Kn cosh� ze	�r�
kBT

� �14�

where K is the ion mobility.
In a capillary of a radius aeff, using Eq. �13�, Eqs. �11� and �12�

become

Icon = 2
��2�aeff
*2

4�

�P

lc
�

0

aeff
* �1 −

r*2

aeff
*2�	�r*�r*dr*

−
�2�V

�l �0

aeff
* �1 −

	�r*�
�

�	�r*�r*dr*� �15�

Imeg = −�
0

aeff
*

�2V

l
��r*�r*dr* �16�

where aeff
*=aeff /�, r* =r /�, and V=−El are the normalized pore

radius, the normalized radial coordinate in the capillary, and the
applied voltage, respectively.

Hence the current can be written as

I = �P�1 − V�2 �17�

with

�1 =
2
�2�aeff

*2

4�lc
�

0

aeff
* �1 −

r*2

aeff
*2�	�r*�r*dr* �18�

�2 =
2
�2�

lc�
�

0

aeff
* �1 −

	�r*�
�

�	�r*�r*dr*

+�
0

aeff
* 2
�2

lc
��r*�r*dr* �19�

Therefore, the total current in a porous structure is the resultant
current of the currents in a collection of parallel capillary pumps.

The current IT in Eq. �18� then becomes

IT = �P�1 − V�2 �20�

with

�1,2 =
�A

��
aeff
2
�1,2 �21�

Defining �P*=�P /�Pm, Eq. �9� becomes

��P*� = ���P*�1 − �P*�

�P* − �
� �22�

with

� =
V�2

�Pm�1

and

� =
Qm

V�1
�23�

When  is a maximum, the value of �P* becomes

�Pop
* = ��1 −�1 −

1

�
� �24�

As � is small, a Taylor expansion in the parameter yields

�Pop
* �

1

2
+

1

8�
�25�

Therefore,

op = �

1

4
−

1

�8��2

� −
1

2
−

1

8�

�26�

When � is higher than 1, this gives
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op �
�

4�
�27�

Finally, the optimum thermodynamic efficiency can be approximated as

op�aeff
*� �

�
0

aeff
* �1 −

I0�r*�
I0�aeff

*�� 2r*

aeff
*2dr*�2

����
0

aeff
* �1 −

I0�r*�
I0�aeff

*�� I0�r*�
I0�aeff

*�
r*dr* +�

0

aeff
*

kBKT�

ze��2 cosh� ze�

kBT

I0�r*�
I0�aeff

*��r*dr*�� �28�

Discussion. We see that the optimum thermodynamic efficiency
depends only on the temperature, the zeta potential �pH�, the vis-
cosity, the permittivity, the valance number, and the tortuosity but
mainly the effective normalized pore radius. The thermodynamic
efficiency is not a function to the cross section �A� and the length
�l�; hence, this formula is given for any porous disk cross section
and length.

Because the working fluid is, in general, a liquid �DI water,
methanol, and electrolyte�, the range in variation of either the
temperature, the viscosity �0.2�10−3 to 2�10−3 PI�, or the per-
mittivity of the liquid is very small; hence, there is no big effect
on the flow parameters on the thermodynamic efficiency.

In Fig. 5�a�, it is seen that the optimum thermodynamic effi-
ciency is higher for the univalent liquids, and it will be very small
for a valance number more than 3. The optimum thermodynamic
efficiency is at a maximum for zeta potentials equal to 95 mV for
aeff

*=4. �Fig. 5�b��. The tortuosity does not have a large effect on

the optimum thermodynamic efficiency because of its small inter-
val of variety �1–1.5�. In practice for the given liquid and solid
�silica�, the only way to control the optimum thermodynamic ef-
ficiency is by adjusting the effective normalized pore radius aeff

*

or more clearly the Debye length. From Fig. 6, it is seen that the
optimum thermodynamic efficiency is at a maximum when the
normalized effective pore radius is 4.

Conclusion on the Optimum Thermodynamic Efficiency.
Hence for any EO porous pump with a cross section �A� and a
length �l�, the optimum thermodynamic efficiency is given for an
effective pore radius of the porous structure about four times the
Debye length, which can be controlled by adjusting the conduc-
tivity of pumping liquid or by changing the effective pore radius.

The effective capillary radius of the porous medium in our
theory can be estimated from the radius of the silica particles that
have been sintered to form the disk from the model in our earlier
paper �17�. This model gives the effective pore radius to be about
0.16 times the particle radius. This model has been applied for
different designs found in literature �Table 1�. In order to verify
the optimum thermodynamic calculation, an experimental setup is
presented in the next section.

Fabrication and Characterization

The Design. The design and characterization of the porous EO
pump have been presented in Ref. �17�. In Fig. 7 the EO pump
design can be divided into three big parts; the electrode chamber

Table 1 Test of the model for tow pumps given in the literature

D.S. Reichmuth
pump

Santiago
pump

Effective pore radiusa ��m� 0.53 0.55
Real radius of the particlesa ��m� 3.5 �1–5�
Real radius of the particlesm ��m� 3.43 3.5Fig. 6 The variation of the optimum efficiency in function of

the normalized pore radius aeff
*

Fig. 5 Influence of the valance number „a…, and the Zeta potential „b… on the
optimum thermodynamic efficiency for an effective normalized pore radius of 4.
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anode �A1�, the electrode chamber cathode �A2�, and the disk
holder �B�. All of these parts are made of Plexiglas, which has the
advantage of being transparent and easily machined. Each elec-
trode chamber contains electrodes made of carbon �D� and good
contact between the carbon and the external wire is assured by a
gilded copper connector. The use of carbon avoids the corrosion
of the electrode when the pump is operating. Next to the carbon
electrode there is a mesh �E� made of Plexiglas, which holds ion
exchange membranes �IEMs� �F�. The aim of the IEM is to keep
a stable pH of the working fluid �4� and to avoid the existence of
gas bubbles �in the hydraulic circuit� generated by electrolysis in
the electrode chambers. These IEMs have been bought from Fu-
matech �Germany�. The disk holder is used to hold a sintered pure
silica disk �C�. This disk has been bought from ROBU. It has a
cross section A=
�2.5 cm�2 and a length l=3.5 mm, with a po-
rosity �=35%, a tortuosity 1���1.5, and an effective pore ra-
dius of 0.75 �m.

The volume of the first prototype is 80�80�60 mm3 �Fig. 8�.

This volume can be reduced for the same performance. Indeed in
Eq. �16�, A / l is constant; therefore, if the cross section and the
length of the porous disk are reduced by the same factor, the
maximum flow rate is kept the same.

Measurement Setup. The characterization of the pump con-
sists of determining the maximum pressure drop, the maximum
flow rate, and the power consumption. The measurement setup is
presented in Fig. 9. In the maximum pressure drop measurement
setup, the outlet of the EO pump is closed by a pressure sensor,
which forbids the fluid motion, hence the measured pressure is the
maximum pressure drop generated by the pump. In the maximum
flow rate measurement setup, the input and output of the pump are
put at the same height, hence the pressure at the inlet and outlet of
an EK pump may still be quite different. In our application, this
pressure difference is negligible when compared to the pressure
generated by the EO pump because we did not consider the vis-
cous effect due to the very short distances between the reservoirs
and the inlet and the outlet of the EO pump. For example, in a
cylindrical conduct of a length Lcc=10 cm and a diameter 2Rcc
=1 cm, when the flow rate Qcc is 18 ml /min, the pressure losses
due to the viscous effect are given as

�Ploss =
8Lcc�Qcc


Rcc
4 �29�

As a numerical application, �Ploss=0.12 Pa, which is still neg-
ligible when compared to the pressure generated by the EO pump.
The maximum flow rate of the pump can be measured by weigh-
ing the pumped liquid on a balance, which is connected to a
computer. The software used to control the balance is WINCT Data
Communication from the A&D company. In both setups, the
power consumption is given by measuring the applied voltage and
current consumed by the pump. The EO has been tested with DI
water and with a conductive liquid �electrolyte�.

Operation of the Pump With DI Water. The Qm-�Pm dia-
gram of the EO pump with DI water is presented in the Fig. 10.
The EO pump can generate flow rates of 13.6 ml /min and pres-
sures of 1.9 kPa at 150 V and 18 ml /min at 200 V. The electric
power used by the pump at 150 V is only 217.5 mW and it gives
a hydraulic power of 0.47 mW; hence the thermodynamic effi-
ciency is 0.2%. The pump works without any noise compared to
mechanical pumps and without any bubbles in the hydraulic cir-
cuit due to the IEM.

Operation of the Pump With an Electrolyte. This test targets
the verification of the model of the optimum thermodynamic ef-
ficiency. The optimum thermodynamic efficiency can be approxi-
mated by the maximum thermodynamic efficiency, which is given

Fig. 7 The Schematic of the porous EO pump

Fig. 8 The design of the porous EO pump

Fig. 9 Measurement setup
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for the maximum hydraulic power. From Fig. 11 the maximum
hydraulic power of an EK pump is given for a flow rate Qm /2 and
a pressure �Pm /2. The experimental maximum thermodynamic
efficiency is then calculated by Eq. �30�

exp,m =

Qm

2

�Pm

2

V
IQm

+ I�Pm

2

�30�

with IQm
and I�Pm

being the maximum currents consumed by the
EO pump, in the maximum flow rate measurement setup and the
maximum pressure measurement setup, respectively.

In order to change the normalized effective pore radius, the
Debye length has been changed by using various values of con-
ductivity of NaCl electrolyte. The tested silica disk has an effec-
tive pore radius of about 0.75 �m �from the datasheet�, Table 2
represents the normalized pore radius and the Debye length for
different values of conductivity of this disk.

The variation of the thermodynamic efficiency for various nor-
malized pore radii is given in Fig. 12. It can be clearly seen that
the optimum thermodynamic efficiency is given for a normalized
pore radius of 4.5, which corresponds to a Debye length 0.17 �m
and to a conductivity of 25 �S /m. This result hence verifies the
optimization of the thermodynamic efficiency model given above.

Conclusion
In this paper, we have presented an analytical expression for the

flow rate, pressure, and thermodynamic efficiency of a nano-
porous EO pump. After describing a model of a porous EO pump,
the pump is optimized. It is illustrated that for any volume of the
EO pump and for any applied voltage, the optimum thermody-
namic efficiency is achieved for pore radius four times higher than
the Debye length. This estimate has been verified by the experi-
ment. The optimum thermodynamic efficiency decreases with in-
creasing temperature, viscosity, high ion valency, and permitivity
of the working liquid. Using DI water as a pumping liquid the
pump generates a maximum flow rate of 13.6 ml /min at pressures
of 1.9 kPa at 150 V and 18.7 ml /min and 2.95 kPa at 200 V; the
electrical power consumption of the pump is less than 0.4 W. The
thermodynamic efficiency is low �0.2%� but the power consump-
tion of the EO pump remains low. The EO pump works without
any noise and no bubbles that are observed in the hydraulic cir-
cuit.

Nomenclature
A � cross-sectional area of the porous silica disk

�m2�
E � Electric field intensity �V/m�
I � current �A�

In � n order modified Bessel function of the first
kind

K � ion mobility �4�10−8 m2 /V /s�
�P � pressure drop �Pa�

Q � flow rate �ml/min�
T � temperature of the liquid �K�
U � velocity vector �m/s�
V � applied voltage �V�
a � capillary radius �m�

aeff
* � normalized pore radius �a /��
e � electron charge �1.6�10−19°C�

ee � the width of the microcanal of the microheat
exchanger �m�

g � gravitational constant �9.8 m /s2�
kB � Boltzmann constant �1.38�10−23 m2 kg /s2 /K�

l � length of the porous silica disk �m�
lc � capillary length
n � counterions concentration of bulk solution �M�
r � radial coordinate �m�

r* � normalized radial coordinate �r /��
z � valance number of the counter ions
� � permittivity of liquid �C/V/m�
 � thermodynamic efficiency
� � debye length �m�
	 � inner potential at a point distance r /� from the

wall �V�

Fig. 10 Performance curves for the EO pump showing max
flow rate versus max pumping pressure for different operating
voltages. The pumping liquid is DI water.

Fig. 11 Q-P diagram for EK pumps

Table 2 The normalized pore radius for various conductivities,
the effective pore radius is 0.75 �m

Conductivity �S /m 5 25 110 300 734 1000

���m� 0.373 0.167 0.079 0.048 0.031 0.026
aeff

* 2.0 4.5 9.4 15.6 24.4 28.5

Fig. 12 The variation of the thermodynamic efficiency for vari-
ous normalized pore radius
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� � viscosity �Pa s�
��r*� � conductivity at a point distance r /� from the

wall �S/m�
� � conductivity of the bulk �S/m�
� � density of the working fluid �kg /m3�

�E � electrical charge density �C /m3�
� � zeta potential �V�
� � tortuosity

� � porosity

Subscripts
c � capillary

cc � cylindrical conduct
eff � effective

loss � losses
m � maximum

op � optimum
T � total
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An Analytical Method for
Dielectrophoresis and Traveling
Wave Dielectrophoresis
Generated by an n-Phase
Interdigitated Parallel Electrode
Array
In this paper, we present an analytical method for solving the electric potential equation
with the exact boundary condition. We analyze the dielectrophoresis (DEP) force with an
n-phase ac electric field periodically applied on an interdigitated parallel electrode ar-
ray. We compare our analytical solution with the numerical results obtained using the
commercial software CFD-ACE. This software verifies that our analytical method is correct
for solving the problem. In addition, we compare the analytical solutions obtained using
the exact boundary conditions and the approximate boundary conditions. The compari-
son shows that the analytical solution with the exact boundary condition gives a more
accurate analysis for DEP and traveling wave DEP forces. The DEP forces of latex beads
are also investigated with different phase arrays for �n�2,3 ,4 ,5 ,6�.
�DOI: 10.1115/1.2956610�

Introduction
Alternating current �ac� electrokinetic techniques have been

used widely in basic colloid and separation science applications
for many years. Currently, these techniques are considered as the
main technology for a wide variety of lab-on-a-chip devices since
they do not require moving parts and, therefore, can be incorpo-
rated more favorably into microanalytical systems. Dielectro-
phoresis �DEP� and traveling wave dielectrophoresis �twDEP�, as
typical ac electrokinetic techniques, have been proven to be very
suited for manipulating and separating biological particles such as
DNA, cells, and bacteria �1–3�. Compared to other available
methods, DEP is a good and effective method for the manipula-
tion of particles in micro- and nanofluidics. This is due to the fact
that an ac field suppresses undesirable electrolytic effects such as
Faradic reactions and electroconvection in the liquid, and employs
polarization forces that are insensitive to the particle charge �4,5�.

As a typical design, a long array of interdigitated parallel elec-
trodes has been used for analyzing both DEP and twDEP. In par-
ticular, this design is especially useful for positive DEP applica-
tions such as the concentration of microsamples suspended in
relatively low ionic concentration media. When the potential with
different phases is alternatively applied on the electrodes, a non-
uniform electric field is established, which induces a DEP force
with polarizable particles �6�. Since the movement of the particle
is directly dependent on the DEP and twDEP forces, which come
from the interaction between the electric field and the induced
dipole of particle, it is very important to accurately calculate the
electric field for theoretical analysis. In order to derive the equa-
tions for the DEP force and the twDEP force, the electric potential
equation needs to be solved. Unfortunately, the mixed type of
boundary condition �Dirichlet and Neumann� for the electric po-

tential equation brings a big challenge to getting an analytical
solution. An analytical approximation for the electric potential and
force using Green’s theorem �7,8� and Fourier series �9� has been
presented by adopting a linear approximation for the surface po-
tential in the gaps between the electrodes instead of the exact
boundary condition. These models bring some inaccuracy espe-
cially in the zone close to the electrodes. An improved third-order
polynomial fit boundary condition for the surface potential in the
gaps �10� has been developed, and the accuracy is greatly im-
proved. However, there is still some inaccuracy near the elec-
trodes. Feng et al. �11� gave an approach to obtain the series
solution using the exact boundary condition. A closed form solu-
tion was derived �12� based on the work in Ref. �11�, but it only
works for a two-phase electrode array. Recently Sun et al. �13�
used the Schwarz–Christoffel mapping �SCM� method to obtain
analytical solutions with the exact boundary condition. Their
method works very well, but requires complex mapping and trans-
formation processes. In addition, this method cannot give a gen-
eral expression for the solutions having any phases in the elec-
trode array when different potentials are applied. In contrast,
numerical methods can solve the exact boundary condition with-
out difficulty. Several numerical methods such as point charge,
charge density, finite element methods, and least-square finite dif-
ference �LSFD� have been used for the analysis of DEP and
twDEP forces �14–17�. However, each geometric design requires
a separate mesh, which brings some inconvenience to getting the
general analysis of parameters such as the geometric effects.

In this paper, we present an analytical method for solving the
electric potential equation with the exact boundary condition to
analyze the DEP force with n-phase ac electric field applied on an
interdigitated parallel electrode array. Based on the Fourier series
solution in Ref. �9�, we describe a method to find the unknown
coefficients of the solution with the exact boundary condition.
Compared to the previous solution using the exact boundary con-
dition �11–13�, our method can give a general expression of the
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solution for n-phase electrode array using the exact boundary con-
dition. Also our method is simple and does not need the complex
map and transformation technique.

In our paper, we will first describe a detailed solving process of
our method. To verify our method, we compare our analytical
solution with the numerical results obtained using commercial
software CFD-ACE�. In addition, comparisons are made between
the analytical solutions having the exact boundary condition and
the approximate boundary condition. These comparisons show
that the analytical solution with the exact boundary condition
gives a more accurate analysis for DEP and twDEP forces. Finally
the DEP forces are investigated with the different phase �n
=2,3 ,4 ,5 ,6� ac electric fields.

Dielectrophoretic Force Model
In this paper, we introduce the phasor notation for an arbitrary

potential oscillating at frequency � as

��x�,t� = Re��̃�x��eiwt� �1�

Here Re�¯� indicates the real part of the complex function and

�̃�x�� is the complex potential, which is independent of time t. So

the electric field is given by E�x� , t�=Re�Ẽ�x��eiwt�. We define

�R=Re��̃�x��� and �I=Im��̃�x���, which are the real part and

imaginary part of �̃�x��, respectively. So the complex electric field

can be written down as Ẽ=−��̃=−���R+ i��I�. For a homog-
enous fluid medium, the electric potential satisfies the Laplace
equation, which is derived by the quasielectrostatic form of Max-
well’s equations �6,9�.

�2�̃ = 0 �2�

Thus we can get �2�R+ i�2�I=0, which indicates that both �R
and �I satisfy the Laplace equation.

When a particle is put into the electric field Ẽ, the dipole mo-
ment p̃ is induced in the particle. The time-averaged DEP force is
given by �4�

�F� � = 1
2 Re�p̃ · ��Ẽ �3�

For a spherical particle the dipole moment p̃ is defined as a linear

function with the electric field Ẽ as follows:

p̃ = 4
3�a3�0� f����Ẽ �4�

Here a is the particle radius, �0 is the vacuum permittivity, � f is
the relative dielectric permittivity of the fluid, and � is the angular
frequency of applied electric field. ���� is the dipolar Clausius–
Mossotti factor. Using the Maxwell–Wagner expression for the
complex dielectric permittivity �6,18–20�, �*=��− i��, where ��
=� /�. �� is the permittivity and � is the conductivity. ���� is
expressed as follows �6�:

���� =
�

p
* − �

f
*

�
p
* + 2�

f
*

�5�

Substituting Eq. �4� into Eq. �3� and replacing Ẽ with �R and �I,
the final expression of the time-averaged: DEP force is given by

�F� � = 2��0� fa
3 Re��� � ����R�2 + ���I�2� − 4��0� fa

3 Im��� �

	 ���R 	 ��I� �6�
The first term on the right side depends on the spatially varying
field magnitude, which corresponds to the conventional dielectro-
phoretic �cDEP� force; the second term depends on the spatially
varying phase, which corresponds to the twDEP force. To obtain
the final expression of the time-averaged DEP force, we need to
solve �R and �I, respectively.

Physical Model and Analytical Method
A schematic physical model of the interdigitated parallel elec-

trode array is shown in Fig. 1. A chamber with interdigitated par-
allel electrodes on the bottom is used in our investigation. The
width of each electrode is d1 and the space between adjacent
electrodes is d2. The height from the bottom to the top is h. The
thickness of the electrodes is neglected because it is very small
compared with the chamber geometry. Generally an n-phase ac
electric field with the single frequency � is periodically applied
on the interdigitated parallel electrode array. The phase difference
between two adjacent electrodes is 2� /n. For example, the phase
periodically changed as 0 and � for the two-phase ac electric field
�n=2�; the phase periodically changed as 0 ,2� /3, and 4� /3 for
the three-phase ac electric field �n=3�; the phase periodically
changed as 0,� /2, �, and 3� /2 for the four-phase ac electric field
�n=4�; and so on. Because the length of the electrodes is much
longer than their width, the model can be simplified as two dimen-
sional. Meanwhile, due to the fact that the phase is periodically
changed on the interdigitated parallel electrode array, we only
need to solve the model at one periodic zone. A simplified 2D
periodic model is shown in Fig. 2

There are two types of boundary conditions mixed in this
model. One is the Dirichlet boundary condition and the other is
the Neumann boundary condition. All of the boundary conditions
are shown in Fig. 2. On the top of the chamber and in the gap
between the electrodes, the boundary conditions are satisfied by
��R /�n=0 and ��I /�n=0. On the periodic plane, the boundary
condition satisfies ��R /�n=0 and �I=0. Because the phase dif-
ference between two adjacent electrodes is 2� /n, the complex
potential applied on the kth electrode is given by �̃=V0ei�2k�/n�

�k=0,1 , . . . ,n�. Here V0 is the amplitude of ac electric potential.
So the corresponding boundary conditions on the kth electrode are
�R=V0 cos�2k� /n� and �I=V0 sin�2k� /n�. Applying all the
boundary conditions, we can solve �R and �I, respectively. Here,
we only give a detailed process to solve the real part �R. A similar
process obtains the imaginary part �I.

As we know �R satisfies the Laplace equation. The following
are all the boundary conditions for �R:

��R�x,y = h�
�n

= 0,
��R�x = 0,y�

�n
= 0,

��R�x = L,y�
�n

= 0 �7�

��R�x,y = 0�
�n

= 0

k�d1 + d2� +
d1

2

 x 
 �k + 1��d1 + d2� −

d1

2
�k = 0,1, . . . ,n�

�R�x,y = 0� = V0, 0 
 x 

d1

2
and L −

d1

2

 x 
 L �8�

Fig. 1 The schematic physical model of the interdigitated par-
allel electrode array
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�R�x,y = 0� = V0 cos�2k�/n�

k�d1 + d2� −
d1

2

 x 
 �k + 1��d1 + d2� +

d1

2
�k = 1, . . . ,n − 1�

Here L= �n+1��d1+d2� is the total length of one periodic zone at
the x direction. We can easily write down the solution of �R by
using the separation of variables method for the Laplace equation
with the boundary condition in Eq. �7� as follows:

�R�x,y� = �
j=1

�

Cj cos�� jx�cosh�� j�y − h�� �9�

where � j = j� /L, �j=1,2 ,3 , . . . � is the jth eigenvalue. The coeffi-
cient Cj needs to be determined by applying the mixed boundary
condition in Eq. �8�. Normally a dual orthogonal series is obtained
from the Dirichlet boundary condition and Neumann boundary

condition using the boundary integration, respectively. Since the
uniqueness is complicated and difficult to prove for the solution of
dual orthogonal series �21�, we only need to find a particular
solution of Cj. It is difficult, however, to get the particular solution
of Cj by solving the dual orthogonal series directly. Our idea was
to assume that there is another particular solution with coefficient
Dm. To distinguish the solution �R�x ,y� with coefficient Cj, we
wrote the solution with coefficient Dm as follows:

�
R
*�x,y� = �

m=1

�

Dm cos��mx�cosh��m�y − h�� �10�

At first, we applied the Dirichlet boundary condition for �R.
However, the boundary condition of the gaps between the elec-
trodes for �R does not satisfy the Dirichlet boundary condition.
Our method is using �

R
* instead of �R at these gaps. So we have

�R�x,y = 0� =	
�

R
*�x,y = 0� , k�d1 + d2� +

d1

2

 x 
 �k + 1��d1 + d2� −

d1

2
�k = 0,1, . . . ,n�

�R = V0, 0 
 x 

d1

2
and L −

d1

2

 x 
 L

�R = V0 cos�2k�/n� , k�d1 + d2� −
d1

2

 x 
 �k + 1��d1 + d2� +

d1

2
�k = 1, . . . ,n − 1�


 �11�

Second, we applied the Neumann boundary condition for �
R
*. To avoid the Dirichlet boundary condition on the electrodes, we used

�R instead of �
R
* on the electrodes. We similarly have

��
R
*�x,y = 0�

�y
=	

0, k�d1 + d2� +
d1

2

 x 
 �k + 1��d1 + d2� −

d1

2
�k = 0,1, . . . ,n�

��R�x,y = 0�
�y

, 0 
 x 

d1

2
and L −

d1

2

 x 
 L

��R�x,y = 0�
�y

, k�d1 + d2� −
d1

2

 x 
 �k + 1��d1 + d2� +

d1

2
�k = 1, . . . ,n − 1�


 �12�

By using the orthogonality integrals along the whole bottom
boundary �y=0�, an infinite system can be obtained as follows:

Cj = Fj/Pj + �
m=1

�

DmRmj/Pj �13�

Dm = �
j=1

�

CjSjm/Qm �14�

Here

Fig. 2 The simplified 2D periodic model and boundary condition
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Pj = cosh�− � jh��
0

L

cos2�� jx�dx

Qm = �m sinh�− �mh��
0

L

cos2��mx�dx

Fj =�
0

d1/2

V0 cos�� jx�dx

+ �
k=1

n−1 �
k�d1+d2�−d1/2

�k+1��d1+d2�+d1/2

V0 cos�2k�/n�cos�� jx�dx

+�
L−d1/2

L

V0 cos�� jx�dx

Rmj = cosh�− �mh��
k=0

n �
k�d1+d2�+d1/2

�k+1��d1+d2�−d1/2

cos�� jx�cos��mx�dx

and

Sjm = � j sinh�− � jh���
0

d1/2

cos�� jx�cos��mx�dx

+ �
k=1

n−1 �
k�d1+d2�−d1/2

�k+1��d1+d2�+d1/2

cos�� jx�cos��mx�dx

+�
L−d1/2

L

cos�� jx�cos��mx�dx
In practice, the infinite system can be approximately solved by
truncating the finite number J for Cj �j=1,2 , . . . ,J� and M for Dm

�m=1,2 , . . . ,M� instead of using an infinite number. Although
this process will cause some error, enough numbers J and M can
be chosen, and the error can be neglected. We introduce matrices
C, D, F, R, and S to represent Cj, Dm, Fj / Pj, Rmj / Pj, and Sjm /Qm,
respectively. Equations �13� and �14� can be rewritten as follows:

C = F + DP �15�

D = CS �16�

Substituting Eq. �16� into Eq. �15� we can finally obtain

C�I − SP� = F �17�

Here I is the identity matrix, and F, S, and P are known. We can
easily get a particular solution for Cj by using MATLAB™. Finally,
we obtain the solution for �R�x ,y� by substituting Cj into Eq.
�10�. In Table 1, we show an example of the calculated coeffi-
cients Cj for the two-phase array with the truncated number J
=M =400 �only the first 18 terms were shown�.

Error Analysis and Comparison Study
In this paper, we chose the special case d1=d2=d and h=2d

for all analyses. The amplitude of the ac electric potential was
V0=1 V, and d=10 m for all the cases. Here, we only give the
error analysis and comparison study for the simplest case, the
two-phase electrode array �n=2�. The analysis is similar for the
n-phase array. Figure 3 shows the contour plot of the electric field
�R�x ,y�, which is calculated by the sum of the infinite Fourier
series with the truncated number J=M =600.

To determine the effect of the truncated numbers J and M, the
comparison of the distributed electric potential at the bottom
boundary �y=0� with different J=M =10,50,100,200,400,600
was shown in Fig. 4. A selected zone of the electric potential was
enlarged to compare the tiny difference. It is clear that the differ-
ence of electric potential becomes much smaller when the trun-
cated numbers J and M increased from 10 to 600, and the error
can be neglected when J and M increased to 600 or above.

Also, we compared the truncated solution �R�x ,y� with coeffi-
cient Cj and the truncated solution �

R
*�x ,y� with coefficient Dm.

Table 1 The calculated Cj „only the first 18 terms were shown… for the two-phase array

j Cj j Cj j Cj

1 −0.00000000000000 7 0.00000000000000 13 −0.00000000000000
2 0.09285941458537 8 −0.00000000000000 14 −0.00000000000121
3 0.00000000000000 9 −0.00000000000000 15 −0.00000000000000
4 −0.0000000000000 10 −0.00000003255223 16 −0.00000000000000
5 0.00000000000000 11 −0.00000000000000 17 0.00000000000000
6 0.00000058089101 12 −0.00000000000000 18 0.00000000000005

Fig. 3 The contour plot of the electric field �R„x ,y… for the
two-phase array

Fig. 4 The comparison of the distributed electric potential at
the bottom boundary „y=0…
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We plotted the difference �= ��R−�
R
*� at the bottom boundary

�y=0� in Fig. 5. It shows that the difference � decreased from 10−1

to 10−3 when the truncated numbers J and M increased from 10 to
600, which means the relative error is only approximately 0.1%
when J=M =600. It can be seen that taking the truncated values of
J and M as 600 is sufficiently safe for our solution.

To verify our analytical method, we compared our analytical
results with the numerical results using the commercial software
CFD-ACE�. To show that our analytical solution gives a more ac-
curate analysis, we also compared our results using the approxi-
mate linear boundary condition. Figure 6 shows the comparison of
the electric field �R�x ,y� at the bottom boundary �y=0�. We can
see that the exact boundary in our results exactly matches that in
the numerical solution, but is much different from the approxi-
mate linear boundary.

As we know, the DEP force is the most important factor in the
analysis of DEP. Thus, it is necessary to compare the DEP force in
our results with the numerical results using CFD-ACE�, and the
analytical solution using the approximate boundary condition. For
a two-phase electrode array, we only need to calculate the real part
�R�x ,y� because the imaginary part �I�x ,y� is 0. So the imaginary
part of electric field Im�E� equals 0, which shows the twDEP force equals 0 and only the cDEP force is generated on the par-

ticles. A simplified expression of time-averaged DEP force is ob-
tained by replacing �I�x ,y�=0 in Eq. �6� as follows:

�F� 2 phaseDEP� = 2��0� fa
3 Re��� � �����R�2�� �18�

As the term Re��� depends on the choice of particles and medium,
we do not take it into account in the calculations. By assuming the
particles radius is 1 m, we compared the component in the x
direction and the y direction, respectively near the electrode plane
�y /d=0.1�, which is shown in Fig. 7.

It is obvious that both the DEP forces in the x direction and in
the y direction in our results are extremely close to the numerical
results using CFD-ACE�, showing an excellent agreement between
our results and the numerical results. The comparison verified that
our method is correct for this problem. The comparison of the
DEP force in the x direction shows that the x-component of the
DEP force obtained from the approximate linear boundary condi-
tion is less than that obtained from the exact boundary condition,
especially near the edge of electrodes. Also, the comparison of the
DEP force in the y direction shows that the y-component of the
DEP force obtained from the approximate linear boundary condi-
tion is less than that obtained from the exact boundary condition
at the electrode zone, but is larger at the zone without the elec-
trodes. All the differences show that the approximate linear
boundary condition brings inaccuracies, especially near the elec-

Fig. 5 The difference value �= ��R−�
R
* � at the bottom

boundary „y=0…

Fig. 6 The comparison of the electric field �R„x ,y… at the bot-
tom boundary „y=0…

(a)

(b)

Fig. 7 The comparison of the DEP force near the electrode
plane „y /d=0.1…: „a… the x-component of the DEP force and „b…
the y-component of the DEP force
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trode plane. Based on the comparison, our analytical solution
gives a more accurate analysis than the analytical solution with
the approximate linear boundary condition.

Investigation of DEP Force With n-Phase Array
From Eq. �6�, we found that the total time-averaged force on

the particle generated by the n-phase array includes two types of
forces: the first type of force is the cDEP force �denoted as

�F� cDEP�� and the second type force is the twDEP force �denoted as

�F� twDEP��.

�F� cDEP� = 2��0� fa
3 Re��� � ����R�2 + ���I�2� �19a�

�F� twDEP� = − 4��0� fa
3 Im��� � 	 ���R 	 ��I� �19b�

The DEP motion of the particle is determined by the two forces,
which act independently. Each type of force can be considered as
a multiplication with two parts: the first part is determined by the
property of particles and the second part is determined by the
spatial distribution of electric field. Here, we only focus on the
spatial distribution of electric field. We investigate the term

�����R�2+ ���I�2� in the cDEP force �F� cDEP� and the term

�	 ���R	��I� in the twDEP force �F� twDEP�. We compare
�����R�2+ ���I�2� and �	 ���R	��I� of the two-phase array,

three-phase array, four-phase array, five-phase array, and six-phase
array. We should mention here that this is a special case for the
two-phase array because the imaginary part of the applied electric
field is 0. Consequently, we only have the cDEP force for the
two-phase array. Both the cDEP force and the twDEP forces occur
for the other phase arrays.

By plotting the magnitude and vector of �����R�2+ ���I�2� and
�	 ���R	��I�, we found that each type of force has a similar
pattern for different phase arrays. Here, we only plot the magni-
tude and vector of �����R�2+ ���I�2� and �	 ���R	��I� for
the four-phase array to describe how the pattern looks. From Fig.
8�a� we can see that the maximum value of �����R�2+ ���I�2�
exists near the edge of the electrodes, which corresponds to the
maximum DEP force. As the distance increases from the elec-
trodes, the value of the DEP force decreases very fast. The corre-
sponding vector of �����R�2+ ���I�2� is shown in Fig. 8�b�,
which shows the vector almost straight toward the electrodes from
the top zone. This means that the particle will be attracted toward
the electrodes if Re����0 �positive DEP� and the particle will be
repelled away from the electrodes if Re���
0 �negative DEP�.
We also plot the magnitude and the vector of �����R�2+ ���I�2�
in Figs. 8�c� and 8�d�, respectively. At the zone near the elec-
trodes, a series of vortex rotation is generated. When the zone is
farther from the electrodes, a parallel force along the x direction is

Fig. 8 The magnitude and vector of the cDEP force and the twDEP force for the four-phase array. The
scale on the magnitude plots for both fields are log10. „a… Magnitude of �„���R�2+ ���I�2… „b… the vector of
�„���R�2+ ���I�2…, „c… magnitude of �Ã „��RÃ��I…, and the vector of „d… �Ã „��RÃ��I….

Fig. 9 The comparison of the DEP force at the center plane „y=10 �m… with n-phase array „n=2,3,4,5,6…. „a… The magni-
tude of ŠF� cDEP‹ and „b… the magnitude of ŠF� cDEP‹.
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generated. The direction of the force is from the right to the left if
the imaginary part is less than zero, Im���
0, and is from the left
to the right if the imaginary part is greater than zero, Im����0.

To investigate the DEP force, the same model consisting of
latex beads of radius 1 m with the Clausius–Mossotti factor �
=−0.45+0.27i was used. The width of the electrodes and the gap
between electrodes are the same value d=10 m, and the height
of the chamber h=20 m. Since latex beads Re���=−0.45
0, a
negative DEP force acts on them. The beads will be repelled by
the electrodes. In this paper, we are interested in the effect of the
negative DEP of latex beads with different phases being applied
over a long period of time. Up to this point, the beads have been
far away from the electrodes. We assume that the DEP force in the
center line is approximately the average DEP force �y=10 m or
y /d=1�. A comparison of the magnitude of the DEP force at the
center plane �y=10 m� with two-phase array, three-phase array,
four-phase array, five-phase array, and six-phase array is shown in

Fig. 9. For all cases, both the patterns of the cDEP force �F� cDEP�
and the twDEP force �F� twDEP� change like a periodic force be-
tween the adjacent electrodes. However, the magnitude is varied.
From Fig. 9�a�, we can see the cDEP force decreases when the
phase number n increases from 2 to 6. Meanwhile, Fig. 9�b�
shows the traveling wave force increased when the phase number
increases from 2 to 4. However, the traveling wave force de-

creased when the phase number continued to increase to 6, which
means the four-phase array will act as the maximum twDEP force
on the particles.

Furthermore, we track the distribution pattern of latex beads
under the action of the DEP force using an n-phase array. We
assume the latex beads are neutrally buoyant, and we also neglect
the gravitational effect, Brownian motion, and electric-thermal ef-
fect. By balancing the Stokes drag force and the DEP force, we
obtain the velocity of the beads u� .

6��au� = 2��0� fa
3 Re��� � ����R�2 + ���I�2�

− 4��0� fa
3 Im��� � 	 ���R 	 ��I� �20�

Here � is the viscosity of the suspending media. We introduce the
characteristic time of DEP, �, as follows:

� =
3d4�

a2�0� fV
2 �21�

Meanwhile, we introduce the characteristic length d and the char-
acteristic velocity U, which is defined as d /�. We rewrite Eqs.
�19a� and �19b� in dimensionless form.

Fig. 10 The distribution pattern of the latex beads: „a… the Initial position of the particles and „b…–„f… the position of the
particles with two-phase, three-phase, four-phase, five-phase, and six-phase arrays respectively, at the dimensionless time
t#=16. „a… The initial position of the particles, „b… two-phase array, „c… three-phase array, „d… four-phase array, „e… five-phase
array, and „f… six-phase array.
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u�# = Re��� � ����R
# �2 + ���I

#�2� − 2 Im��� � 	 ���R
# 	 ��I

#�
�22�

Here u�#=u� /U is the dimensionless velocity and �R
# =�R /V and

�I
#=�I /V are the imaginary and real components of the dimen-

sionless potential. The particle trajectory was determined by

dX�

dt
= u�#�X� ,t#� �23�

Here X� is the dimensionless displacement and t# is the dimension-
less time. The track of the particles can be obtained by integrating
the velocity vector for each particle with the fourth order Runge–
Kutta scheme and the time step length �t#=0.001. At the initial
time, particles have a uniform distribution, which is shown in Fig.
10�a�. Due to the cDEP force, particles will move away from the
electrodes and move to the left due to the twDEP force. Figures
10�b�–10�f� show the distribution pattern of latex beads with two-
phase, three-phase, four-phase, five-phase, and six-phase arrays,
respectively, when the dimensionless time t#=16. If we track the
position of the particles at each rank, we can see that the latex
beads move vertically away from the electrodes. The shape of
each rank remains vertical for the two-phase array because it only
has the cDEP force as the twDEP force is always 0. However, the
shape of each vertical rank at the initial time becomes a horizontal
leaning curve for the three-phase, four-phase, five-phase, and six-
phase arrays, which mean the particles also have a motion in the
horizontal direction due to the twDEP force. By comparing the
distance of particles far from the electrode plane, we can qualita-
tively obtain that the cDEP force decreases when the ac electric
field increases from two-phase to six-phase. Meanwhile, by com-
paring the particle movement to the left, we can qualitatively ob-
tain that the twDEP force increased when the ac electric field
increased from two-phase to four-phase. The twDEP force de-
creased if the ac electric field continued to increase from four-
phase to six-phase. These conclusions match the above analytical
result of the DEP force at the center plane �y=10 m or y /d=1�.

Conclusion
In this paper, we presented an analytical method for DEP and

twDEP generated by an interdigitated parallel electrode array. The
electric potential equation with the mixed type of boundary con-
dition was solved by this analytical method. We compared our
analytical solution with the numerical results obtained using com-
mercial software CFD-ACE�, which verified that our analytical
method is correct for solving this problem. In addition, compari-
sons are made to the analytical solutions with approximate linear
boundary conditions. The comparisons show that our analytical
solution gives a more accurate analysis for the cDEP and twDEP
forces. By investigating the DEP force of latex beads with differ-
ent phase ac electric field �n=2,3 ,4 ,5 ,6�, we draw the conclu-
sion that the cDEP force decreases when the ac electric field in-
creases from two-phase to six-phase, and the twDEP force

increases when the ac electric field increases from two-phase to
four-phase, but decreases if the ac electric field continues to in-
crease from four-phase to six-phase.
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Computational Simulation on
Performance Enhancement of
Cold Gas Dynamic Spray
Processes With Electrostatic
Assist
A real-time computational simulation on the entire cold spray process is carried out by
the integrated model of compressible flow field, splat formation model, and coating
formation model, in order to provide the fundamental data for the advanced high perfor-
mance cold gas dynamic spray process with electrostatic acceleration. In this computa-
tion, viscous drag force, flow acceleration added mass, gravity, Basset history force,
Saffman lift force, Brownian motion, thermophoresis, and electrostatic force are all con-
sidered in the particle equation of motion for the more realistic prediction of in-flight
nano/microparticle characteristics with electrostatic force and also for the detailed
analysis of particle-shock-wave-substrate interaction. Computational results show that
electrostatic acceleration can broaden the smallest size of applicable particle diameter
for successful adhesion; as a result, wider coating can be realized. The utilization of
electrostatic acceleration enhances the performance of cold dynamic spray process even
under the presence of unavoidable shock wave. �DOI: 10.1115/1.2907417�

Keywords: cold gas dynamic spray, nano/microparticle, supersonic jet, shock wave,
particle-shock-wave-substrate interactions, computational simulation

Introduction
A cold gas dynamic spray process �cold spray process� is a

novel and promising coating technology and was originally devel-
oped in the 1980s at the Institute of Theoretical and Applied Me-
chanics of the Russian Academy of Sciences in Novosibirsk �1–3�.
In the conventional cold spray process, powder particles are ac-
celerated through the momentum transfer from the supersonic gas
jet. The temperature of supersonic gas jet is always lower than the
melting point of the powder material; thus, the coating is formed
from the particles in solid state. With utilizing low temperature
gas flow, the common problems for traditional thermal spray
methods, such as high-temperature oxidation, evaporation, melt-
ing, crystallization, residual stresses, debonding, gas release, etc.,
are eliminated �4�. Furthermore, in a cold spray process, a wide
variety of pure metals, metal alloys, and composites can be de-
posited onto a variety of substrate material through the optimiza-
tion of particle conditions such as impact velocity, temperature,
and size. Because of these attractive advantages, the cold spray
process is a promising coating technology and is now paid a spe-
cial attention for many industrial applications.

The adhesion of the particles in a cold spray process occurs
only when the particles have large enough kinetic energy to cause
their extensive plastic deformation at the contact surface. The pre-
vious both experimental and numerical studies showed that the
critical particle impact velocity exists for successful particle ad-
hesion. If the particle impact velocity is lower than the critical
velocity, particles rebound and as a consequence, surface erosions

are observed. Therefore, the particle impact velocity is one of the
most important parameters in a cold spray process for the im-
provement of the deposition efficiency. Recently, a new method of
particle acceleration in cold spray process has been proposed �5�.
In this method, an electrostatic force is used to assist the accel-
eration of the particles besides the conventional particle accelera-
tion by supersonic flow. In addition to that, repulsive Coulomb
force, which acts between each charged particle, can suppress
in-flight particle aggregation. The simulation results show that this
method is effective especially for the acceleration of nanoparticles
in a supersonic flow.

A number of experimental and numerical investigations on the
cold spray process are intensively conducted. However, most nu-
merical studies focus either on particle behavior in the supersonic
flow �5–7� or the splat formation �8,9� separately. There are only a
few studies that cover the entire cold gas dynamic spray process.
Therefore, in this study, a real-time computational simulation on
the entire cold gas dynamic spray process is carried out by the
integrated model �10–12� of flow considering shock wave, splat
formation, and coating formation. The behavior of in-flight nano/
microparticle and the particle-shock-wave-substrate interaction
are clarified in detail by considering viscous drag force, flow ac-
celeration, added mass, gravity, Basset history force, Saffman lift
force, Brownian motion, thermophoresis, and electrostatic force.
The effect of the acceleration by electrostatic forces acting on a
nano/microparticle is also examined in detail for the wide range of
particle diameters from several hundreds of nanometers to over
10 �m. The main objective of this study is to provide the funda-
mental data of the advanced high performance cold gas dynamic
spray process by clarifying the effect of electrostatic force on the
coating formation in the cold gas dynamic spray process.

Numerical Modeling
In order to derive the governing equations, the following as-

sumptions have been introduced.
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�1� The flow is compressible and turbulent.
�2� The flow field is axisymmetric.
�3� In-flight particles have the same temperature and particle

temperature does not change in time and space.
�4� In-flight particles are without aggregation.
�5� There is a one-way coupling between the dispersed phase

and the carrier phase under the dilute particle-loading con-
dition. Collision between particles is also neglected.

�6� The uniform electrical field is applied between the nozzle
exit and the substrate for the electrostatic-assisted accelera-
tion of particles.

�7� The effect of the presence of particles does not affect the
space charge for simplicity.

Under the above assumptions, the governing equations for flow
field are described as follows.

Continuity equation:

��

�t
+ � · ��u� = 0 �1�

Momentum equation:

�

�t
��u� + � · ��uu� = − �p + � · �� �2�

Energy equation:

�e

�t
+ � · ��e + p�u� = �D + � · �� � T� �3�

Equation of state:

p = �RT �4�
In this study, large eddy simulation of compressible flow �13� is

carried out in order to capture the unsteady turbulent behavior
during the cold gas dynamic spray process.

Based on the Lagrangian approach, the particle trajectories are
calculated by solving the equation of motion for the particles. To
predict the in-flight behavior of nano- or microscale particle in an
unsteady flow precisely, the present study applies the following
particle equation of motion �14� including terms of viscous drag
force, flow acceleration, added mass, gravity, Basset history force,
Saffman lift force �15,16�, Brownian motion �17�, thermophoresis
�18�, and electrostatic force �5,19�.

mp
dup

dt
= Fdrag + Facc + Fmass + Fg + FBasset + Flift

+ FBrown + Ftherm + Felec �5�

dxp

dt
= up �6�

The viscous drag force is described as follows:

Fdrag =
�

8
dp

2�CD�u − up��u − up� �7�

where CD is the drag coefficient. In this study, the drag coefficient
of sphere particle considering compressible effect and Knudsen
effect is adapted �20�. This representation of drag coefficient is
accurate over the wide range and flow regime including con-
tinuum, slip, transition, and molecular flow at particle Mach num-
ber up to 6. The correlating equations for CD consist of three
equations: the equation representing all of the subsonic flow re-
gimes, the equation representing the supersonic flow regime at
particle Mach numbers greater than 1.75, and the linear interpo-
lation equation for the intervening region between particle Mach
numbers of 1 and 1.75. The detailed descriptions of correlating
equations for CD are given as follows:

For subsonic flow �Mp�1�:

CD�sub� = 24�Rep + S�4.33 +� 3.65 − 1.53
Tp

T

1 + 0.353
Tp

T
	

�exp
− 0.247
Rep

S
��

−1

+ exp
−
0.5Mp

�Rep
�

��4.5 + 0.38�0.33 Rep + 0.48�Rep�

1 + 0.03 Rep + 0.48�Rep

+ 0.1Mp
2 + 0.2Mp

8�
+ �1 − exp
−

Mp

Rep
��0.6S �8�

where Rep and Mp are particle Reynolds number and Mach num-
ber based on the relative velocity between particle and gas flow,
respectively. Rep and Mp are defined as

Rep =
�dp

�
�u − up� �9�

Mp =
�u − up�
�	RT

�10�

S is the molecular speed ratio given by S=Mp
�	 /2.

For supersonic flow �Mp
1.75�:

CD�super�

=

0.9 +
0.34

Mp
2 + 1.86
 Mp

Rep
�1/2�2 +

2

S2 +
1.058

S

Tp

T
�1/2

−
1

S4�
1 + 1.86
 Mp

Rep
�1/2

�11�

For supersonic flow �1�Mp�1.75�:

CD�Mp,Rep� = CD�sub��1.0,Rep� + 4
3 �Mp − 1.0��CD�super��1.75,Rep�

− CD�sub��1.0,Rep�� �12�

where CD�sub��1.0,Re� represents the coefficient calculated using
Eq. �8� with Mp=1.0, and CD�super��1.75,Rep� represents the coef-
ficient obtained using Eq. �11� with Mp=1.75. The effect of tem-
perature difference between particle and gas is considered in Eqs.
�8� and �11�; however, in this simulation the temperatures of par-
ticle and flow are assumed to be the same throughout the calcu-
lation.

The electrostatic force Felec on the charged particle is given by
the following relation �5,12,19�:

Felec = qpE +
qp

2

16��0a2n �13�

081701-2 / Vol. 130, AUGUST 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where qp is the particle charge �21� and a is the distance between
the particle and the biased substrate.

The detailed description of other forces can be given as follows.
Here, the convective total derivatives are denoted by D /Dt for the
flow and d /dt for the particle.

Flow acceleration

mf
Du f

Dt
�14�

Added mass:

−
mf

2

d

dt
�up − u f� �15�

Buoyancy force:

�mp − mf�g �16�

Basset history force:

−
3

2
��dp

2�
0

t
1

����t − s�
d

ds
�up − u f�ds − 3��dp�up − u f�

1
����t�

�17�
Saffman lift force �z-component�:

6.46� f�
0.5
dp

2
�2

�uzp
− uzf

�� �uzf

�r
�0.5

sgn
 �uzf

�r
� �18�

Brownian motion:

mpGi� 2�

Sc�p
2t

, �19�

where Sc is Schmidt number of the particle in flow and Gi is
zero-mean, unit variance independent Gaussian random number.

Thermophoresis:

−
1

� f
6��2dp

1.17
 � f

�p
+ 2.18Kn�

�1 + 3.42Kn�
1 + 2
� f

�p
+ 4.36Kn�

�T

T
�20�

As discussed later in detail, only viscous drag force, flow ac-
celeration, added mass, and Saffman lift force are taken into ac-
count in Eq. �5� for coating simulations.

Modeling of Splat Formation. The splat formation in a cold
gas dynamic spray process is modeled by utilizing the flattening
ratio of the particle with plastic deformation �8� and also by the
empirical projectile penetration law �22�. The flattening ratio is
defined as the ratio of the diameter of splat to that of a spherical
particle of the same volume. The flattening ratio is given as a
linear function of particle impact velocity �8�. The volume of cre-
ated crater upon particle impact on the substrate can be expressed
as follows �22�.

Vol =
4 � 10−8

B

1

2

�p

1

6
�dp

3�up
2 �21�

where B is the Brinell hardness number of the substrate material.
Using the assumption of cylindrical crater formation with the di-
ameter of ds, the depth of the crater L can be derived from Eq.
�21� and written as

L =
4 � 10−8

B

1

3
�pup

2 dp
3

ds
2 =

4 � 10−8

B

1

3

�pup
2

f2 dp �22�

where f is a flattening ratio. When the particle transforms into a
disk shape with the diameter of ds upon the impact on the sub-
strate, the height of the disk hd under the constant particle volume
during the splat formation is given as

hd =
2

3

dp
3

ds
2 =

2

3

dp

f2 �23�

Therefore, the height of each created splat hs is given by the
following equation:

hs = hd − L =
1

3

2 −

4 � 10−8

B
�pup

2�dp

f2 �24�

The coating is formed by superposing each splat �10,11�, in
other words, by adding up the height of each splat obtained from
Eq. �24�.

The computational conditions are given in Table 1. These op-
erating conditions are decided by referring to actual experimental
conditions. The detailed descriptions on the numerical procedures
and boundary conditions are found in the literature �12�.

Results and Discussion

Flow Structure. Figure 1 shows axial flow velocity distribution
in r-z plane 690 �s after air spraying. Airflow chokes at the throat
and pseudo-shock-wave appear at the location of flow deflection
around z=20 mm, as shown in Fig. 1. Flow velocity fluctuates by
the passage through pseudo-shock-wave. Airflow is accelerated up
to �980 m /s at the nozzle exit due to the underexpansion of gas
flow. As can be observed in Fig. 1, a bow shock wave is formed in
the vicinity of the substrate and the flow is decelerated drastically
by the bow shock wave and substrate. Due to a short nozzle-
substrate separation distance, the bow shock appears in the expan-
sive region of the first cell, but a series of shock diamonds does
not appear in front of the substrate. The in-flight particles experi-
ence the interaction with the bow shock wave prior to impact on
substrate.

In-Flight Particle Characteristics. Figure 2 shows the trajec-
tories of flight particles with different diameters at the injection
velocity of 30 m /s without electrostatic acceleration. Particles in
the range of 500 nm to 1.5 �m impact the substrate with penetrat-
ing the bow shock. With the decrease in diameter, particles fly
closer to the nozzle wall and impact the substrate radially more

Table 1 Computational conditions for a cold gas dynamics
spray process

Working gas Air
Mass flow rate 6.72�10−3 kg /s
Inlet cross sectional area 5.67�10−5 m2

Inlet gas temperature 700 K
Inlet gas pressure 0.810 MPa
Ambient gas pressure 0.101 MPa
Ambient gas temperature 300 K
Particle material Copper
Substrate material Steel

Fig. 1 Axial flow velocity distributions in r-z plane
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outward. Particles less than 500 nm attaches to the nozzle wall
during the flight and cannot impinge on the substrate. It requires
higher injection velocity to utilize the particle smaller than
500 nm.

Figure 3 shows particle impact velocities as a function of diam-
eter with or without electrostatic force at the particle injection
velocities of 5 m /s and 30 m /s. Because of smaller particle iner-
tia, higher injection velocity of 30 m /s is required to carry par-
ticles smaller than 1.5 �m toward the center of the nozzle. Under
constant injection velocity, particle impact velocity decreases with
the decrease in particle diameter. This is because the smaller par-
ticles are decelerated more through the interaction between par-
ticle and shock wave, as described later. Without the application
of electrical field, the maximum impact velocity of 668 m /s can
be obtained for the particle diameter of 1.5 �m at the injection
velocity of 30 m /s. By applying the electrical field of 3.0
�104 kV /m between the nozzle exit and substrate, electrostatic
force acts directly on the charged particles. The highest impact
velocity is obtained for the particle diameter of 1.5 �m at the
injection velocity of 30 m /s. In this case, the particle impact ve-
locity increases by 16% up to 777 m /s by electrostatic accelera-
tion. The effect of electrostatic acceleration can be observed for
all particle diameters and injection velocities. The more significant
increase in particle impact velocity is observed as particle diam-
eter decreases. The critical velocity for copper particle is reported
to be 570 m /s for 5–22 �m particles. Under the assumption that
this critical velocity is also applicable to smaller particle than
5 �m, the particles having the diameter in the range of
900 nm–6 �m can be possibly deposited on a substrate. With the
assist of electrostatic acceleration, the lower and upper limits of
operating particle diameter for the possible bonding can be broad-

ened to 500 nm and 8 �m, respectively. Therefore, the utilization
of electrostatic force can broaden especially the smallest appli-
cable particle diameter for the possible bonding in a cold gas
dynamic spray process even in the presence of unavoidable shock
wave.

Figure 4 shows the dependence of electrostatic field intensity
and particle diameter on particle impact velocity at particle injec-
tion velocities of 5 m /s and 30 m /s, respectively. In the range of
particle diameter of 2.5–13 �m at the injection velocity of 5 m /s,
higher acceleration can be obtained with decreasing particle diam-
eter and increasing electrostatic field intensity. On the other hand,
for the particle with the diameter ranging from 550 nm to 1.5 �m
at the injection velocity of 30 m /s, particle velocity decreases as
particle diameter decreases due to the strong interaction with
shock wave near the substrate. The dependence of particle diam-
eter on electrostatic acceleration becomes smaller with increasing
electrostatic field intensity. For the particle larger than 1 �m, the
particle impact velocity becomes almost the same at electrostatic
field intensity higher than 3.0�104 kV /m.

Figure 5 shows the axial evolutions of particle velocities for
different particle diameters of 900 nm, 4 �m, and 12 �m, respec-
tively. For comparison, the flight trajectories of these particles are
almost the same by the adjustment of particle radial injection ve-
locities and then all these particles impact on the substrate near
r=0. As can be seen from this figure, airflow is decelerated rap-
idly from 980 m /s to 0 m /s by the bow shock wave, which ap-
pears in the vicinity of a substrate. All particles penetrate shock
wave prior to the impact on substrate. The deceleration of impact
velocity through particle-shock wave interaction is significant es-
pecially for the case of 900 nm. For the particle with the diameter
of 900 nm, although the particle has been accelerated almost up to
the velocity of the gas in the nozzle, particle velocity decreases by

Fig. 2 Effect of particle size on flight trajectory without elec-
trostatic acceleration
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[8]

Fig. 3 Effect of electrostatic acceleration on the particle im-
pact velocities for various particle diameters

Fig. 4 Dependence of electrostatic field intensity and particle
diameter on particle acceleration: „a… vpin=5 m/s and „b…
30 m/s
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70 m /s though the passage of bow shock wave. With the electro-
static acceleration of 900 nm particle, the particle velocity in-
creases up to 921 m /s in front of the shock wave and then de-
creases to 764 m /s through the passage of shock wave resulting
from the large difference between particle and gas velocities and
large increase in gas density.

Figure 6 shows the contribution ratios of the absolute value of
each force acting on a particle without electrostatic acceleration.
Viscous force, flow acceleration, added mass, and Saffman lift
force are the dominant forces among other ones considered in this
computation. Contribution ratios of other forces are too small that
they do not appear in the figure. The ratios of flow acceleration,
added mass, and Saffman lift force become larger especially for
12 �m particle behind the shock wave attributed to a drastic
change in gas velocity and gas density. In the case of 900 nm
particle, flow acceleration and added mass are negligibly small
compared to the viscous drag force.

Figure 7 shows the contribution ratios of the absolute value of
each force with electrostatic acceleration. The contribution of
electrostatic force is considerably larger than that of drag force for
all particles in front of the shock wave. On the other hand, behind
the shock wave, the ratio of electrostatic force becomes relatively
smaller than the drag force for 4 �m and 900 nm particles. There-

fore, the acceleration by electrostatic force works more effectively
for smaller particles in front of the shock wave. However, behind
the shock wave, viscous drag force becomes dominant for lighter
particle.

Coating Characteristics. Figure 8 shows the radial distribu-
tions of particle impact velocities on the substrate with or without
electrostatic force. As for the coating simulation, only viscous
drag, flow acceleration, added mass, and Saffman lift force are
considered in equation of particle motion, since other forces are
found to be negligibly small by a single particle computation, as
shown in Figs. 6 and 7. The number of sample particles is 2000
and particles are injected continuously with time step of 0.01 �s
at the injection velocity of 5 m /s. Particles have the size distribu-
tion ranging from 5.5 �m to 10.7 �m. The size distribution of the
particles follows the Gaussian distribution with the average of
8 �m at standard deviation of 0.9 so that the effect of electrostatic
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Fig. 5 Axial evolutions of particle velocities for different par-
ticle diameters of 900 nm, 4 �m, and 12 �m

Fig. 6 Contribution ratios of each force acting on a particle
without electrostatic acceleration

Fig. 7 Contribution ratios of each force acting on a particle
with electrostatic acceleration
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Fig. 8 Particle impact velocities and particle impact positions
on the substrate with or without electrostatic acceleration
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force is clearly observed as found in Fig. 3. Without electrostatic
acceleration, only the particles impacting at the radial position
greater than 0.5 mm are accelerated more than the critical velocity
through momentum transfer from airflow. With increasing electro-
static field intensity, the number of particles above the critical
velocity clearly increases. As a result of that, the position of par-
ticles having over critical velocities extends radially inward.

Figure 9 shows the effect of electrostatic assist on coating
thickness distribution. The coating region increases radially in-
ward with the increase in electrostatic field intensity correspond-
ing to Fig. 8. This shows the increase in the considerable deposi-
tion efficiency. It was revealed from the previous studies that the
critical velocity of copper has a dependence on particle condi-
tions, i.e., particle size, oxygen content, and particle temperature
�9,23�. Low oxygen content and high particle temperature cause a
decrease in critical velocity �23�. On the other hand, the critical
velocity increases with the decrease in particle size �9�. Since the
effective electrostatic acceleration can be performed for smaller
particle, as shown in Fig. 3, particles can be effectively acceler-
ated over high critical velocity by the electrostatic force without
any particle optimization. Therefore, the utilization of electrostatic
acceleration enhances the performance of cold gas dynamic spray
coating and contributes the extension of applicable particle diam-
eters for successful adhesion.

Figure 10 shows the comparison with available experimental
result �24� for the relative velocity of particles at the exit of a
supersonic nozzle without electrostatic acceleration in order to
verify this computational model for a general case. The dimen-
sionless quantity � shown in the figure is related to a particle
diameter and is defined as

� =�dp

L

�pufe

2

p0
�25�

where L is the length of a supersonic part of the nozzle, ufe is gas
velocity at the nozzle exit, and p0 is an inlet stagnation pressure,
respectively. Although the computational result for � larger than
0.3 is slightly higher, there is a good agreement with experimental
result. Therefore, the validity of this computational simulation is
evaluated for the prediction of particle in-flight behavior.

Conclusions
The effect of electrostatic force on the nano/microparticle ac-

celeration, the particle-shock-wave-substrate interaction, and also
coating formation in a cold gas dynamic spray process are numeri-
cally clarified in detail to provide the fundamental data for the
advanced high performance cold gas dynamic spray process. In
this computation, viscous drag force, flow acceleration added
mass, gravity, Basset history force, Saffman lift force, Brownian
motion, thermophoresis, and electrostatic force are all considered
in the particle equation of motion for the realistic analyses. The
obtained results can be summarized as follows.

�1� Besides viscous drag force, the influence of flow accelera-
tion and added mass attributed to a drastic change in flow
velocity and flow density and also Saffman lift force be-
comes more important behind the shock wave with increase
in particle diameter.

�2� The electrostatic acceleration effectively works for smaller
particles in front of the shock wave. On the contrary, vis-
cous drag becomes dominant behind the shock wave with
the decrease in particle diameter.

�3� As a result of electrostatic acceleration broadening the
smallest size of applicable particle diameter for successful
adhesion, coating region increases even though there is a
lack of particle acceleration only through momentum trans-
fer from high speed airflow. Therefore, the utilization of
electrostatic acceleration enhances the performance of cold
dynamic spray process even under the presence of unavoid-
able shock wave.
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Nomenclature
Ain � inlet cross sectional area �m2�
dp � particle diameter �m�
ds � splat diameter �m�

CD � drag coefficient
e � stagnation internal energy per unit volume

�J /m3�
E � electric field vector �V/m�
F � force vector �N�

mf � fluid mass �kg�
mp � particle mass �kg�

n � normal direction
p � static gas pressure �Pa�

qp � particle charge �C�
r � radius �m�

rp � particle radius �m�
Rep � particle Reynolds number
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Fig. 9 Effect of electrostatic acceleration on coating
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Fig. 10 Comparison with experimental result for the relative
velocity of particles at the exit of a supersonic nozzle
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t � time �s�
T � static gas temperature �K�
u � gas velocity vector �m/s�
uf � axial gas velocity �m/s�

ufe � axial gas velocity at nozzle exit �m/s�
up � particle velocity vector �m/s�
up � axial particle velocity �m/s�

upe � axial particle velocity at nozzle exit �m/s�
vpin � particle injection velocity �m/s�

xp � position of particle �m�
z � axis �m�

Greek Symbols
	 � specific heat ratio
� � gas thermal conductivity �W/�m K��
� � mean free path �m�

� f � thermal conductivity of gas �W/�m K��
�p � thermal conductivity of particle �W/�m K��
� � viscosity coefficient �Pa s�
� � flow density �kg /m3�

�p � particle density �kg /m3�
�� � viscosity stress tensor �Pa�

�p � particle relaxation time �s�
�D � viscous dissipation �W /m3�
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Dense Particulate Flow in a Cold
Gas Dynamic Spray System
The effect of particle-gas and particle-particle interactions in a cold spray process is
studied when the particle loading is high. To examine the effect of the presence of a dense
particulate flow on the supersonic gas, an Eulerian-Eulerian approach is used. It is found
that when the volume fraction of the injected particles is increased, the turbulence of the
gas phase will be augmented by the motion of particles and consequently, the shape, the
strength, and the location of the compression and expansion waves will be altered. Shock-
particle interactions are demonstrated for various volume fractions. Another important
parameter, which will affect the spraying deposition efficiency, is the substrate stand-off
distance. It is found that the stagnation pressure alternates for different stand-off dis-
tances because of the formation of compression and expansion waves outside the nozzle
exit. The particle normal velocity on impact is a strong function of the stagnation pres-
sure on the substrate as particles must pierce through the bow shock formed on that
region. The effect of the particle size and number density are also studied for different
loading conditions. It is found that small and large particles behave differently as they
pass through shock diamonds and the bow shock, i.e., in the case of very small particles,
as the loading increases, the impact velocity increases, while, for the large particles, the
trend is reversed. �DOI: 10.1115/1.2957914�

Keywords: cold spray, fluid dynamics, numerical modeling, particle dynamics, shock-
particle interaction

Introduction

Particle-laden flows are widely encountered in many engineer-
ing applications such as pneumatic conveying of granular materi-
als, dispersion of pollutants in the atmosphere, solid particle sepa-
ration from flue gas, and particle deposition in thermal spray
coating. The cold gas dynamic spray �CGDS� is a process used to
deposit high speed �higher than 500 m /s� particles on a substrate.
This method is a direct deposition technique, which utilizes the
kinetic energy of particles. When compared to other commonly
used methods such as plasma spraying and high velocity oxy-fuel
�HVOF� processes, cold spray is a relatively new thermal spray
process, which can be used for deposition of fine particles typi-
cally between 1 �m and 60 �m at temperatures below melting
point. Higher coating qualities can be achieved with dense layers
of coating with a higher bonding force and a lower oxidation rate
of particles exposed to ambient air. The method was originally
developed at the Institute of Theoretical and Applied Mechanics
of the Russian Academy of Science in Novosibirsk �1�.

A cold spray system is composed of a converging-diverging De
Laval nozzle, a powder feeder, a high pressure gas tank, and a gas
heater, as shown in Fig. 1. The compressed gas expands and ac-
celerates in the nozzle, developing a supersonic flow in the diverg-
ing section of the nozzle. At the nozzle exit, the gas Mach number
can be between 2 and 4 for different pressure differences.

Particles are also injected into the nozzle at the same time,
where they are propelled and accelerated by the high speed gas
flow. Two methods are available and commonly in use to intro-
duce the particles into the nozzle. In the first method, referred to
as the Papyrin’s process �2,3�, the particles are injected into the
converging section along the axis of the nozzle. In the second
approach, the particle feeder is placed downstream of the nozzle

throat where the gas pressure is lower than the ambient pressure
�4�. The nozzle used in this simulation utilizes the second method
as the powder feeder is placed after the nozzle throat and at the
beginning of the nozzle’s diverging section. At the nozzle exit, the
particles may attain velocities as high as 800 m /s when nitrogen
is used as the carrier gas and particles are injected downstream of
the nozzle throat. However, as very small �typically smaller than
10 �m� or low density particles pass through a series of diamond
shocks and a strong bow shock formed on the substrate, their
velocities decrease drastically. One of the most important charac-
teristics of such a flow field is the deposition efficiency �DE�
defined as follows:

DE =
mass of particles deposited on the substrate

mass of particles fed into the nozzle
�1�

In practice, improving the coating deposition efficiency is one
of the main technological challenges for the CGDS nozzles as
some of the particles are washed away because of the presence of
high velocity and high pressure regions near the substrate; as well,
some of them can bounce off the substrate and escape into the
surrounding environment. This relatively low deposition effi-
ciency can be the result of having many particles among the par-
ticulate flow with velocities lower than the critical velocity, which
is the minimum required velocity for a particle to stick to the
substrate �5�. The deposition efficiency is a strong function of
particle material and size distributions as well as the flow field
parameters. One of the parameters that can highly improve the
efficiency is the particle normal velocity upon impact on the sub-
strate. This, in turn, is a function of nozzle geometry, stagnation
temperature, and pressure of the gas phase, particle and gas ma-
terials, particle size, and substrate location as well as geometry.

Many studies on two-phase supersonic gas and solid particles
have been conducted recently. Power et al. �6� and Smith et al. �7�
modeled the flow field of a sonic nozzle. Due to the choked flow
at the nozzle exit, the internal and external flows were solved
separately. Particles were modeled using a Lagrangian scheme
with one way coupling between the gas and solid phases. Similar
studies were done by Oberkampf et al. �8,9�, Yang and Eidelman
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�10�, Hassan et al. �11�, and Dolatabadi et al. �12� in which Eule-
rian and Lagrangian formulations for the gas and particle phases
were considered, respectively. Dolatabadi et al. �13� used an Eu-
lerian model for the cloud of particles in high speed flows. Sa-
mareh and Dolatabadi �14� also conducted a Lagrangian three
dimensional CGDS system simulation and analyzed the effect of
the substrate location and geometry on the gas phase and particles.

According to Elghobashy �15�, a two-phase flow with a local
particle volume fraction greater than 10−3 and a Stokes number
ranging from 10−4 to 103 can be considered as a dense flow re-
gime. In most of the processes mentioned, the two-phase flow of
gas and solid particles is dense, and the volume fraction occupied
by the particles is so high that it may play an important role in the
gas flow configuration and particle motion �16�. As a result, a
two-way coupled analysis is required to resolve the important fea-
tures of particle and gas interactions. In this study, a dense super-
sonic flow of gas and solid particles is modeled based on an Eu-
lerian approach to investigate the effect of solid particles on the
gas phase. In many cases, the local particle loading near the
nozzle axis is moderate to high and a dense suspension of solid
particles exists in the medium. Under this condition, characteris-
tics of the continuous phase are highly dependent on and affected
by the solid phase. This dependency is more magnified when the
problem deals with a supersonic flow, since the solid phase can
even change the flow regime �i.e., from supersonic to subsonic�.
The objective of this study is to address and resolve the effect of
solid particles on the gas phase and its interaction with shocks, as
well as the effect of the substrate on various flow field parameters.

Methodology
As the Eulerian approach is based on the treatment of the dis-

persed phase as a continuum, therefore, two continua are present
in the flow field. As a result, it is necessary to introduce a volume
fraction, �m, for each phase.

Governing Equations. The governing equations are the con-
servation of mass, momentum, and energy equations for a two-
phase compressible flow at the continuum level �17�.

��m

�t
+ � · �mUm = 0 �2�

��mUm

�t
+ � · �mUmUm = − �m � p − � · ��m�oUm� Um� � + � · ��m�o�

+ �mg + �
l

�m�lKml�Ul − Um� �3�

��mem

�t
+ � · �memUm = − p � · U� + � · ��m�oeoUm� � +

�m�o:�o

2

− � · �mqo + �
l

�m�lRml�Tl − Tm� �4�

where the subscripts m, l=1 or 2 correspond to Phases 1 and 2, U

and U� represent the velocity and the instantaneous velocity vec-
tors, respectively. Since the flow is nonreactive, the mass ex-
change coefficient, which results from the conversion of material
m into or from the other material, is zero. The two phases also
share the same pressure field. This is a valid assumption for two-
phase flows of gas and solid particles. In order to distinguish
between the phases, the phase indicator function, �, is used.

�m�x,t� = �1 if x is in phase m at time t

0 otherwise
� �5�

The expected volume fraction of phase m is defined as �17,18�
follows:

�m = ��m	 �6�

The nonequilibrium condition results in an equation for �m ex-
pressed as follows:

��m

�t
+ � · �mUm + � · ��mUm� � = 0 �7�

Equation �7� is constrained by the fact that for the equilibrium
or nonequilibrium state, the following expression always holds:

1 − �
m

�m = 0 �8�

For compressible flows, continuity, momentum, and energy
equations are solved. These equations contain six unknowns, i.e.,
�, p, e, T, u, and v. It is obvious that two additional equations are
required. In order to close the system of equations, relationships
between the thermodynamic variables and the transport properties
will be used. A perfect gas obeys the gas law p=�RgT, where Rg
is the gas constant. For constant specific heats, the equations of
state are:

p = �� − 1��e �9�

and

T =
�� − 1�

Rg
e �10�

where � is the specific heat ratio for an ideal gas. Turbulence is
modeled using the multiphase turbulence theory proposed by
Kashiwa and VanderHeyden �19�. This model is applicable to a
wide range of common multiphase flows including gas-solid,
liquid-solid, and gas-liquid flows. In this method, using the exact
averaged equations, a portion of the total energy decay rate is
assigned to each phase, which results in a transport equation for
energy decay rate associated with each phase. The model reduces
to a standard k-� form in the limit of a single phase pure material.

The interphase momentum exchange between the two phases of
gas and solid particles is due to the particles moving with a rela-
tive velocity to the gas flow. The drag force acting on each single
spherical particle moving relative to the gas with a velocity Urel is

Fig. 1 Schematic of the cold spray process
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F =
1

2
�cUrel

2 CDA �11�

where �c is the density of the continuous phase, CD is the drag
coefficient of each spherical particle, and A is the cross sectional
area of each particle. The volume fraction of the dispersed phase
can be computed when there are N particles of the same size �with
a radius r� per unit volume.

�d = �4/3��r3N �12�
As a result, the force acting on the dispersed phase per unit

volume is:

f = �c
Urel
UrelCD�d�3/4r� �13�

Equation �13� can be generalized for multifluids in the follow-
ing form:

fml = �
l

�m�lKml�Ul − Um� �14�

where K is the momentum exchange coefficient. For two-phase
flows of gas and solid particles, the coefficient can be expressed as
�17�:

K12 = K21 = �3/8�
�c

�c
CD


Urel

r

�15�

To accommodate the interactions between shocks and particles,
a drag law proposed by Crowe �20� is used. This correlation cov-
ers a large range of particle Mach and Reynolds numbers �0.1
	Map	2 and 0.2	Rep	104�. This range is sufficient for a typi-
cal CGDS process and will accommodate all the conditions en-
countered inside the flow field. The equation proposed by Crowe
is:

CD = �CD�inc� − 2�e−3.07���Map/Rep�g�Rep� +
h�Map�
��Map

e−Rep/2Map + 2

�16�

where CD�inc� is the drag coefficient for a sphere in incompressible
flow, and g�Rep� and h�Map� are the devised functional relations.

log10 g�Rep� = 1.25�1 + tanh�0.77 log10 Rep − 1.92�� �17�

h�Map� = �2.3 + 1.7�Tp/Tg�1/2 − 2.3 tanh�1.17 log10 Map�
�18�

The drag coefficient for the sphere in an incompressible gas is
taken from a correlation by Clift et al. �21�.

Numerical Scheme and Discretization. The two-phase flow of
gas and particles is solved using a finite volume scheme with an
implicit continuous-fluid Eulerian �ICE� method proposed by

Kashiwa et al. �22�. Quadrilateral control volumes with fully cell-
centered state vectors are employed and all the dependent vari-
ables and fluid properties are stored at the control volume center.
A multiblock structured grid is used. One of the main issues in
multiphase Eulerian methods is to satisfy the continuity of the
dispersed phase. To overcome this problem, the selected control
volumes should be in such a way that there are enough particles in
each cell �22�. The computational grid inside of the nozzle con-
sists of 30 radial and 1075 axial cells. Outside the nozzle, there
are 80 radial and 375 axial cells. A grid dependency study is also
performed to ensure the independence of the solution to the mesh
size. Pressure contours and line plots for two different mesh reso-
lutions of 80
375 and 120
800, with 2 �m particles injected at
a loading of 15% �which is the highest loading studied in the
present work�, are shown in Figs. 2 and 3, respectively. The loca-
tion and strength of the shocks agree to an acceptable extent in
both cases.

Geometry. A schematic of the CGDS system modeled in this
study is shown in Fig. 4. The nozzle has a circular cross section
with an inlet of 10 mm. The converging section has a length of
50 mm and is attached to the throat section with a diameter of
4 mm and a length of 30 mm. It then expands to a diameter of
6 mm located at a distance of 97 mm from the throat end. The
particle feeder is placed at the beginning of the diverging section
and has an inner diameter of 0.6 mm. The substrate stand-off dis-
tance is 50 mm from the nozzle exit. In all the cases, the bound-
aries are extended in such a way that the independency of the
solution to the computational domain is guaranteed. The orienta-
tion of the nozzle and substrate will allow having an axis of sym-
metry, which will result in a considerable reduction in the com-
putational time.

Boundary Conditions. A schematic of the computational do-
main is shown in Fig. 5. There are two velocity inlets. Nitrogen is
injected at a mass flow rate of 660 g /min with a density and a
temperature of 2.8 kg /m3 and 773 K, respectively. At this condi-
tion, the pressure at the inlet will be 0.62 MPa, which is the nor-
mal operating pressure of the nozzle. The particle feeder is located
at the beginning of the diverging section of the nozzle and injects
a mixture of gas and solid particles. At this point, gas is injected
with an axial velocity of 530 m /s and a density and a temperature
equal to 1.4 kg /m3 and 600 K, respectively. This will ensure a
smooth attachment of the gas injected at this point to the main
flow and promotes the convergence. The coating powder used is
aluminum, which has a density of 2719 kg /m3, and is injected
with an axial velocity of 60 m /s. Particle sizes of 2 �m, 5 �m,
10 �m, 20 �m, 40 �m, and 60 �m are used to study the effect of
the particle size and number density. Particle mass flow rates for
different cases are tabulated in Table 1.

Fig. 2 Pressure contours for two different grid resolutions of „a… 80Ã375
and „b… 120Ã800 at a loading of 0.1% „distances shown are from nozzle exit,
cm…
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Results and Discussions
Results for the single phase analysis are shown in Fig. 6. Mach

number, pressure, and temperature contours are presented in this
figure without introducing the particles. The flow regime varia-
tions can be extracted from Mach number contours. The flow
accelerates in the converging section of the nozzle. The Mach
number reaches unity at the throat, and it further accelerates in the
diverging section of the nozzle. At the exit of the nozzle, the Mach
number is around 2.3 for the free-jet case without particle injec-
tion. At this point, the pressure is below the ambient pressure, and
an overexpanded flow produces shock diamonds, which are a se-
ries of oblique shocks and expansion fans �i.e., Prandtl–Meyer
fans�.

Table 1 Inlet mass flow rates

Inlet Species
Mass flow

rate �g/min�

Particles
volume
fraction

Loading by
mass

1 Carrier gas 650 — —

2 Carrier gas 12.8 — —
Particles �Case 1� 0.66 0.00024 0.1%
Particles �Case 2� 6.69 0.0024 1.0%
Particles �Case 3� 116.96 0.042 15.0%

Fig. 4 Schematic of the nozzle and substrate „Not to scale…

Fig. 5 Nozzle geometry and boundary conditions „not to scale…

Fig. 3 Grid dependency test for the two-phase analysis at a loading of 15% and mesh
sizes of 80Ã375 and 120Ã800
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It can be observed that as the gas passes through the diamond
shocks, its kinetic energy dissipates gradually until the pressure
reaches the surrounding pressure. Pressure adjustment starts with
an oblique shock. This shock reflects from the plane of symmetry
as a Mach reflection. As the gas goes through this reflected shock,
it is compressed to a pressure higher than that of the ambient. This
compression will result in a sudden temperature rise in the gas
flow, which is quite visible in Fig. 6�c�. Plots of pressure, tem-
perature, and Mach number at the nozzle centerline are shown in
Fig. 7. The gas phase parameter variations mentioned above can
be observed in this plot.

Results for the free-jet case with 2 �m particles injected are
presented in Fig. 8. For a better comparison, Mach number con-
tours for the free-jet case without injection are shown as well. The
characteristics of the gas phase in the two-phase flow are com-
pletely different from those of the single phase due to the dense
particulate flow injected from the particle feeder. Shock diamonds
tend to move to the dilute area away from the centerline. As can
be seen in this figure, unlike the single phase flow, the gas phase
has the potential to become subsonic in the regions near the cen-
terline when the loading is high. As most of the particles travel in
this region, having a good knowledge of the gas phase near the
centerline is vital for the dispersed phase behavior prediction. The
location and strength of the shock diamonds also change because
of the presence of the particles. The variation in the strength
strongly depends on the loading of the dispersed phase. If the
loading is high enough, shock diamonds can even die away, as can
be seen in Fig. 8�d�. The loading in this case is too high and the
value is not practical. It is just presented to show the effect of high
loading on the shocks.

Variations in the volume fraction of the dispersed phase be-

Fig. 6 Contours of the flow field variables for the free-jet case
without particle injection. „a… Mach number contours, „b… pres-
sure contours „kPa…, and „c… Temperature contours „K… „dis-
tances shown are from nozzle exit, cm….

Fig. 7 Pressure, temperature, and Mach number plots „distances shown are from nozzle exit, cm…
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tween the nozzle exit and the domain exit is shown in Fig. 9. It
can be seen that the second phase is affected by the gas phase. In
the regions where the gas is accelerating, lower volume fractions
can be expected and vice versa. On the other hand, as the particle

loading increases, the effect of shocks on the second phase will be
reduced. This is the result of a large reduction in shock strength by
increasing the volume fraction. This trend is demonstrated in Fig.
9. For higher volume fractions, particle acceleration is smoother,
while for lower values, more changes in the volume fraction are
observed.

The prediction of the flow regime in a highly compressible flow
such as the flow field in a cold spray system plays an important
role in calculating the drag force on particles. In highly compress-
ible flows, the relative velocity between the particles and the gas
phase can reach values higher than the local sound speed. In this
case, the compression shocks forming in front of the particles can
accelerate the particles to a higher velocity, which is known as
wave drag. In fact, for this flow regime the drag coefficient is a
strong function of the particle Mach number, Mr �23�:

Mr =

Ug − Up

��RgT

�19�

Because of the subsonic flow regime near the centerline during
a moderate or high particle loading, the particle Mach number is
essentially smaller than 1. Therefore, the wave drag will be inef-
fective in this case and the dominant drag force acting on each
individual particle is the form drag. This will result in a significant
decrease in the particle velocity, and as a result, coating deposition
efficiency reduces.

Placing a substrate in front of the free-jet flow coming out of
the nozzle will result in a pressure rise on the substrate. Static
pressure versus the distance from the nozzle exit for a flat sub-
strate located at different stand-off distances is shown in Fig. 10.
In the case of a subsonic flow, the peak pressure rise will decrease
by increasing the substrate stand-off distance from the nozzle exit.
However, for a supersonic flow with shocks, due to the compres-
sion and expansion waves formed outside the nozzle, the peak

Fig. 8 Mach number contours for the free-jet case with 2 �m
particles injected at loadings of „a…=0, „b…=0.1%, „c…=1.0%,
and „d…=15% „distances shown are from nozzle exit, cm…

Fig. 9 Axial volume fraction variations for 2 �m particles injected at loadings of „a…=0.1%, „b…
=1.0%, and „c…=15% „distances are from nozzle exit, cm…
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pressure alternates by changing the location of the substrate. Pres-
sure rise starts at a small distance from the substrate where the
flow starts to feel the presence of the plate. The value of the
maximum pressure rise depends on the location where the pres-
sure starts to increase, i.e., where the flow starts to feel the pres-
ence of the substrate. A high stagnation pressure region on the
substrate decelerates particles before hitting the substrate and re-
sults in lower deposition efficiency; hence, having the minimum
pressure buildup on the substrate is strongly desirable and will
result in a weaker bow shock and consequently higher particle
impact velocity, lower dispersion, and higher deposition effi-
ciency. The minimum value can be reached by placing the sub-
strate at a distance, which results in a pressure rise starting in a
pressure valley �14�.

Pressure contours for the case with a substrate located at a
stand-off distance of 5 cm from the nozzle exit and different par-
ticle loadings are shown in Fig. 11. Gas phase pressure distribu-
tion along the centerline for different loadings for the case with
the substrate located at 5 cm from the nozzle exit is shown in Fig.
12. It is clear that as the loading increases, the location and
strength of the shocks change. For the case with a loading of 15%,
the pressure at the nozzle exit is higher compared to the other
cases, which indicates that high loading can also affect the flow
regime inside the nozzle.

The particle axial velocity for the case with the substrate lo-
cated at 5 cm and two different particle sizes of 2 �m and 60 �m
and various loadings are shown in Fig. 13. For the case of 2 �m
particles, the effect of diamond shocks and the bow shock are
quite visible in the axial velocity plots. It is also noticeable that as
the loading increases, the maximum velocity and the effect of the
shocks decrease. 2 �m particles will experience an abrupt reduc-
tion in the velocity before hitting the substrate, which is due to the
bow shock formed on the substrate. On the other hand, 60 �m
particles are not affected by the shocks and accelerate smoothly as
they exit the nozzle; however, the effect of the loading on the
impact velocity is still obvious.

The impact velocity versus particle size for different loading
conditions is presented in Fig. 14. As expected, the impact veloc-

ity reduces as the particle size and loading increase. However, this
trend is reversed for 2 �m particles. This phenomenon can be
analyzed as follows. For large particles ��10 �m�, the effect of
the bow shock on particle velocity is negligible and the impact
velocity is mainly a function of loading. Referring to Fig. 14, it
can be seen that as the loading increases, the impact velocity
decreases. However, the impact velocity for small particles is

Fig. 10 Pressure variations on a flat substrate for different stand-off dis-
tance from nozzle exit

Fig. 11 Pressure „kPa… contours for the case with a substrate
located at 5 cm from nozzle exit with particle loadings of „a…
=0, „b…=0.1%, „c…=1.0%, and „d…=15% „distances are from
nozzle exit, cm…
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Fig. 13 2 �m and 60 �m particle axial velocities for the case with a substrate located
at 5 cm from the nozzle exit and with different loadings

Fig. 12 Pressure distribution on centerline for the case with a substrate located at 5 cm
from nozzle exit and with different loadings
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highly dependent on the strength of the bow shock. Higher load-
ings will result in a gas flow with less momentum striking on the
substrate and subsequently a lower stagnation pressure will form
on the substrate. As a result, when the coating particles are small
�i.e., 2 �m and 5 �m�, a higher loading will help the particles to
pierce through a weaker bow shock and have a higher impact
velocity.

The volume fraction of the particulate phase at the nozzle exit
is also presented in Fig. 15. For low to moderate loadings, a
bimodal distribution can be observed, while for higher loadings,
the volume fraction distribution is trimodal. This trend can be the
resultant of the imposed boundary conditions at the injection
point. Since the particulate phase is fed into the nozzle with a
lower velocity compared to the gas phase �60–530 m /s�, a high

Fig. 14 Particle impact velocity on a substrate at a stand-off distance of
5 cm for various loadings

Fig. 15 Volume fractions of 2 �m particles with different loadings at the
nozzle exit
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pressure region is formed in front of the powder injector, which is
due to the momentum transfer from the gas to the particles. This
pressure difference tends to disperse and to deviate the particles
from the centerline. In addition, this sudden change in the velocity
will produce a circulating region, which further promotes the dis-
persion. Such a behavior has been observed experimentally in the
HVOF process for a similar exit Mach number �24�.

Conclusions
In this study, a dense suspension of solid particles in a highly

compressible gas flow was analyzed using a fully Eulerian ap-
proach as well as the effect of the particle size and the presence of
a substrate. Simulations were performed for the cases with both
dilute and high powder loadings near the centerline to examine the
effect of the dispersed phase on the continuous phase and to in-
spect the interactions of the particles and diamond shocks. The
simulation shows large variations in the flow regime where most
of the particles exist. The location and strength of the diamond
shocks are a strong function of the particle loading. For loadings
higher than 20%, all of the shock diamonds die away.

It is found that the stand-off distance of the substrate has a
significant effect on the gas phase near the particle deposition
area. This is mainly due to the nature of the supersonic flow,
which generates compression and expansion waves. The interac-
tions between the shock diamonds and the bow shock formed on
the substrate should be examined carefully in order to find the
optimum stand-off distance for the highest deposition efficiency,
i.e., substrate should be placed at a location, which results in a
pressure rise that begins in a pressure valley. With this condition
satisfied, the maximum stagnation pressure on the substrate will
be minimized, which in turn results in higher impact velocity and
less dispersion and consequently higher deposition efficiency.

The effect of the particle size and number density is also stud-
ied. It is shown that as the particle size and loading increase, the
impact velocity decreases due to the reduction in the gas speed,
which is the result of higher momentum transfer between the gas
and solid phases. However, this trend is reversed for very small
particles as higher loading helps them to penetrate into a weaker
bow shock formed on the substrate.

A Lagrangian particle tracking approach is not capable of cap-
turing the phenomenon discussed above. In a fully Eulerian
scheme, similar to a two-way Lagrangian method, the two phases
are coupled through momentum and energy exchanges, which are
expressed in the form of source terms in the governing equations.
However, there is an additional two-phase coupling effect in the
fully Eulerian approach, the effect of volume fraction of each
phase in the conservation laws. Volume fraction variations signifi-
cantly change the average density of each phase over each com-
putational cell. In this way, the interactions between the two
phases are implicitly provided in the convective terms. Therefore,
a fully Eulerian formulation can produce more realistic results
compared to the Lagrangian methods when a dense particulate
flow is under study �16�.
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Nomenclature
A � cross sectional area of the particle, m2

CD � drag coefficient
e � internal energy, J
f � force acting on dispersed phase per unit vol-

ume, N /m3

F � force acting on a single particle, N

g � gravitational acceleration, m /s2

K � momentum exchange coefficient
p � pressure, Pa
R � energy exchange coefficient

Rg � specific gas constant, J/kg K
t � time, s

T � temperature, K
U � velocity vector, m/s

Greek Symbols
� � phase indicator
� � specific heat ratio
� � rate of stress tensor
� � expected volume fraction
� � density, kg /m3

� � stress tensor

Subscripts
c � continuous phase
d � dispersed phase
o � pure material

m, l=1,2 � Phase 1 and Phase 2, respectively
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Soret Effect for a Ternary Mixture
in Porous Cavity: Modeling With
Variable Diffusion Coefficients
and Viscosity
A porous cavity filled with methane (C1), n-butane �nC4�, and dodecane (C12) at a
pressure of 35.0 MPa is used to investigate numerically the flow interaction due to the
presence of thermodiffusion and buoyancy forces. A lateral heating condition is applied
with the left wall maintained at 10°C and the right wall at 50°C. The molecular diffu-
sion and thermal diffusion coefficients are functions of temperature, concentration, and
viscosity of mixture components. It has been found that for permeability below 200 md
the thermodiffusion is dominant; and above this level, buoyancy convection becomes the
dominant mechanism. The variation of viscosity plays an important role on the molecular
and thermal diffusion. �DOI: 10.1115/1.2960492�

Keywords: thermodiffusion, Soret effect, convection, separation ratio, permeability,
Peng–Robinson EOS

1 Introduction

Thermodiffusion, also known as thermal diffusion, or the
Ludwig–Soret effect �1,2�, refers to the phenomenon of compo-
nent separation in a convection free mixture under a temperature
gradient. The thermodiffusion process can occur in both liquid
and gaseous mixtures. Studies based on the thermodynamics of
irreversible processes have shown that thermodiffusion in liquids,
along with the effect of natural convection, can, in fact, greatly
influence the composition distribution in hydrocarbon reservoirs.

The Ludwig–Soret effect is commonly represented by the ther-
mal diffusion coefficient �DT�, especially for multicomponent
mixtures. Theoretical study of this effect is usually carried out
based on nonequilibrium thermodynamics �3�. Recently, a large
amount of research has been done on thermodiffusion in porous
medium �Leahy-Dios et al. �4�, Haugen and Firoozabadi �5�, and
Platten �6��. It is known that convection has a significant influence
on the accuracy of Soret measurements. Utilization of porous me-
dia may help in reducing the convection-induced distortion. Cos-
teseque et al. �7� conducted diffusion experiments in both free and
porous medium Soret cells. They reported that the molecular dif-
fusion and thermal diffusion coefficients in porous media were
related to those ones in clear fluid via the tortuosity. However, the
Soret coefficient �the ratio of molecular diffusion coefficient to
thermal diffusion coefficient for binary mixtures� is identical for
both configurations.

Riley and Firoozabadi �8� presented a model to investigate the
effects of natural convection and diffusion �thermal, pressure, and
Fickian� on a single-phase binary mixture of methane and
n-butane in a horizontal cross-sectional reservoir in the presence
of a prescribed linear temperature field. The compositional distri-
bution in the reservoir under both horizontal and lateral heating
conditions was carefully examined. It was found that increasing

the permeability increased the horizontal compositional variation.
A local maximum and/or minimum value exists in the composi-
tional gradient as a function of the permeability.

Delware et al. �9� studied these phenomena for a binary system
in a square cavity. The energy equation is solved simultaneously
allowing observing temperature variation in the model. Various
thermal boundary conditions are examined. Their results revealed
that in the lateral heating case the Soret effect is found to be weak,
whereas in the bottom heating case the Soret effect is more pro-
nounced.

Firoozabadi et al. �10� developed a model for thermal diffusion
factors in multicomponent nonideal mixtures. This model was
based on the thermodynamics of irreversible processes where the
effects of both equilibrium and nonequilibrium properties are in-
corporated. The equilibrium properties, such as partial internal
energies and fugacities, were estimated using the volume-
translated Peng–Robinson equation of state �EOS�. On the other
hand, the nonequilibrium properties, such as viscosity, were ac-
counted for by incorporating the energy of viscous flow. This
model has been used by Jiang et al. �11� to examine the thermod-
iffusion convection of a water-ethanol mixture in porous medium
under high pressure. Pan et al. �12� further compared different
multicomponent thermodiffusion models and concluded that the
model of Firoozabadi et al. was the best in general.

In this paper, the thermodiffusion convection of a ternary mix-
ture of methane, n-butane, and Dodecane �C1–nC4–C12� in a
porous medium cavity will be studied. Section 2 presents the
model description. The differential equations used to solve the
problem are explained in Secs. 3 and 4. The solution technique is
explained in Sec. 5 and the results and discussion are shown in
Sec. 6.

2 Model Description
The porous cavity has a horizontal length of 32 mm, a width of

10 mm, and a vertical height of 10 mm, as shown in Fig. 1. The
porous material is Al2O3 power, and the cavity is saturated with
the ternary fluid mixture. Physical properties of the mixture are
given in Table 1. The left wall of the cavity is kept at a tempera-
ture of Tc=10°C and the right wall at Th=50°C. Due to the Soret
effect, component separation will happen in the porous cavity

1Corresponding author.
Contributed by the Fluids Engineering Division of ASME for publication in the

JOURNAL OF FLUIDS ENGINEERING. Manuscript received May 31, 2007; final manuscript
received June 20, 2008; published online August 1, 2008. Assoc. Editor: Dimitris
Drikakis. Paper presented at the 2006 ASME International Mechanical Engineering
Congress �IMECE2006�, Chicago, IL, November 5–10, 2006.

Journal of Fluids Engineering AUGUST 2008, Vol. 130 / 081703-1Copyright © 2008 by ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



even under the gravity condition; and the system will gradually
reach the steady state. The pressure in the cavity is maintained at
35.0 MPa.

3 Governing Equations and Boundary Conditions
The mass continuity equation is shown as

��m

�t
+ � · ��mV� = 0 �1�

where �m is the molar density of the mixture and V=ui+vj+wk is
the average velocity vector of the mixture, u, v, and w are the
velocity components of x, y, and z directions, respectively. For
multicomponent mixture, the continuity equation of component i
is given as

���mxi�
�t

+ � · ��mxiV� = − � · Jmi, i = 1,2, . . . ,n − 1 �2�

where Jmi is the molar diffusion flux of the ith component and xi
is the mole fraction of the component i. The mole flux is subjected
to linear relationship to driving forces of temperature and concen-
tration gradient and it can be expressed by

�Jmi� = − �m��
j=1

n−1

�D
Mij
* � � X + �D

Ti
* � � T	 �3�

where T is the temperature. For binary mixtures, �X=�x1 and

Jmi=Jm1, and for ternary mixtures, �X= � �x1

�x2
� and Jmi= � Jm1

Jm2
�. D

M
*

and D
T
* are the molecular diffusion and thermal diffusion coeffi-

cients of the fluid mixture in the Al2O3 porous medium, respec-
tively, which are related to molecular diffusion coefficient and
thermal diffusion coefficient in free liquid as

�D
Mij
* � =

1

�M
2 �Dij

M�, �D
Ti
* � =

1

�T
2 �Di

T� �4�

where DM and DT are the molecular and thermal diffusion coeffi-
cients, which are functions of the temperature and composition of
the fluid mixture. �M and �T are tortuosities for molecular diffu-
sion and thermal diffusion coefficients in the cavity, respectively.

Based on the findings of Costeseque et al. �7�, the molecular dif-
fusion and thermal diffusion tortuosities were set equal to the
tortuosity of the porous media. The porous matrix is assumed
homogeneous and isotropic. Therefore the Darcy equation is ap-
plied:

V = −
�

��m
��P − �g� �5�

where � and � are the permeability and the porosity? of porous
media, respectively, �m is the dynamic viscosity of the fluid mix-
ture, � is the mass density of the fluid mixture, and g is the
gravitational acceleration vector. By substituting the Darcy rela-
tion, Eq. �5�, into the mass conservation equation, Eq. �1�, the
pressure can be solved from the obtained differential equation,
which leads to the following equation for pressure:

���m�
�t

−
�

��m

�

�x
��m� �P

�x
+ �gx		 −

�

��m

�

�y
��m� �P

�y
+ �gy		

−
�

��m

�

�z
��m� �P

�z
+ �gz		 = 0 �6�

The thermal energy conservation equation is expressed as follows:

���Cp�eT

�t
+ �V · ����Cp� fT� = ke�

2T �7�

where ��Cp�e is the effective volumetric heat capacity of the sys-
tem and ke is the effective thermal conductivity of the system.
These effective physical parameters are related to the fluid prop-
erties and the solid matrix properties as follows:

��Cp�e = ���Cp� f + �1 − ����Cp�p �8�

ke = �kf + �1 − ��kp �9�

where ��Cp� f is the fluid volumetric heat capacity, ��Cp�p is the
matrix volumetric heat capacity, kf is the fluid thermal conductiv-
ity, and kp is the matrix or porous thermal conductivity. The
boundary conditions in this model are �1� zero mass flux through
all walls, �2� no-slip walls, and �3� lateral heating condition on
two side walls and other walls are adiabatic. Figure 1 depicts the
boundary conditions.

4 Molecular Diffusion and Thermal Diffusion Model
The thermal diffusion can be described through the theory of

nonequilibrium thermodynamics �3�. In an n-component fluid, by
neglecting the viscous phenomena and reaction, and assuming a
mechanical equilibrium in the system, linear relations can be es-
tablished between the mass and heat fluxes and their driving
forces, respectively. These relations are called Onsager equations
and can be expressed by

Jq� = − Lqq

1

T2 � T −
1

T�
k=1

n−1

Lqk
�T�k

Mk
−

�T�n

Mn
� �10�

Table 1 Physical properties of the mixture and porous
material

Name Value Unit

Al2O3 density 3983.6 kg /m3

Al2O3 heat capacity 786.2745 J/kg K
Al2O3 thermal conductivity 43 W/mol K

Al2O3 porosity 0.4
Al2O3 porous medium tortuosity 1.3

Heat capacity of mixture 2355.4 J/kg K
Thermal conductivity of mixture 0.1158 W/m K

Fig. 1 Schematic of the horizontal porous cavity and boundary conditions
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Ji = − Liq

1

T2 � T −
1

T�
k=1

n−1

Lik
�T�k

Mk
−

�T�n

Mn
� �11�

where Jq� is the heat flux, Lqq, Lqk, Liq, and Lik are the phenom-
enological coefficients called Onsager coefficients, and �k is the
chemical potential of component k. Through Eqs. �3� and �11�,
one can get the following formulation �10�:

Dij
M =

R

�mxnMn
�
k=1

n−1

Lik�
l=1

n−1
xlMl + xnMn�lk

Mj
� � ln f l

�xj
�

xj,T

Di
T =

Liq

�mT2 �12�

where xj is the mole fraction of component j, Mj is the molecular
weight of component j, M =� j=1

n Mjxj is the molecular weight of
the mixture, f j is the fugacity of component j, R is the gas con-
stant, Lik and Liq are Onsager coefficients, and � jk is the Kro-
necker delta �� jk=1, if j=k and � jk=0, if j�k�.

All diffusion coefficients are defined as functions of thermody-
namic properties of the mixture and Onsager coefficients. As
shown from Eq. �12�, both thermal diffusion and molecular diffu-
sion coefficients can be given in terms of phenomenological co-
efficients.

According to the theory of nonequilibrium thermodynamics, we
can have a relationship between Liq and Lik by introducing the net
heat of transport Q

k
*. This relation is given below,

Liq = �
k=1

n−1

Lik�Q
k
*

Mk

−
Q

n
*

Mn

	 �13�

In the model of Firoozabadi et al. the net heat of transport is given
by

Q
i
* = −

�Ūi

�i
+ ��

j=1

n
xj�Ūj

� j
	 Vi

� j=1
n xjVj

�14�

where �Ūi is the residual partial molar internal energy of compo-
nent i, Vi is the partial molar volume of component i, and �i is the
ratio of energy of vaporization and the energy of viscous of the
flow of component i. In this work, the value of �i is fixed to 4.0,
as suggested by Firoozabadi et al. �10�.

For an ideal gas, the molecular diffusion coefficient can be
obtained by a theoretical approach. However, for nonideal mix-
tures, empirical expressions are usually used �13�. The expression
given by Hayduk–Minhas �13� is used in this study to calculate
the diffusion coefficient in dilute binary mixture.

Dij
0 = 13.3 	 10−8Vi

−0.71� j
�10.2/V1−0.791�T1.47 �15�

where Dij
0 is the binary infinite dilution diffusion coefficient of

solute i in solvent j, �cm2 /s�, Vi is the molar volume of compo-
nent i at its normal boiling point �cm3 /mol�, � j is the viscosity of
pure component j �mPa s�, and T is the mixture temperature �K�.

For a multicomponent mixture, the Maxwell–Stephan diffusion

coefficient,D̃ij, is calculated based on the binary coefficients, Dij
0 .

Taylor and Krishna �13� suggested the following formula:

D̃ij = �Dij
o �xj�Dji

o �xi 
k=1

k�i,j

n

�Dik
o Djk

0 �xk/2 �16�

From the multicomponent mass transfer theory, the mass flux is
given by

Jm = − �mB−1
 � X �17�

Here the matrix B is defined by

Bij = − xi� 1

D̃ij

−
1

D̃in
	, i � j

Bij =
xi

D̃in

+ �
k=1

k�i

n
xk

D̃ik

, i = j �18�

and the elements of matrix 
 are


ij = xi

1

f i

�f i

�xj
�19�

From Fick’s law, the mass flux can be written as

Jm = − �mDM � X �20�

Comparing Eq. �20� with Eq. �17�, we have

DM = B−1
 �21�

Therefore, the diffusion coefficient, Dij
M, can be determined based

on the elements in B and 
 matrices.
With the model of Firoozabadi et al. for multicomponent mix-

tures and an equation of state, molecular diffusion coefficient and
the thermal diffusion coefficient can be calculated according to the
following procedure: �1� calculate thermodynamic properties us-
ing the equation of state; �2� calculate the molecular diffusion
coefficients, B �Bij� and 
 
ij matrices; �3� calculate the Onsager
coefficients, Lik from molecular diffusion coefficients following
Eq. �12�; �4� calculate the Onsager coefficients, Liq using Eq. �13�;
and �5� finally, calculate the thermal diffusion coefficient and all
mass flux terms.

In this work, the viscosity of the fluid mixture ��m� is obtained
with a method proposed by Lohrenz et al. �14� and given by

�m = �* + ��4 − 10−4�/� �22�

where �* is the gas-mixture viscosity �15�, � is the mixture vis-
cosity parameter, and � is a variable related to the reduced density
��r� with a fourth-order polynomials.

5 Numerical Solution Procedure
Equations �1�–�7� are solved numerically by using the control

volume method, subject to the boundary conditions of zero flux at
the rigid wall; all the walls are assumed to be solid walls, so three
zero components of the velocity are maintained.

The second-order centered scheme is used in the space discreti-
zation, and a semi-implicit first-order scheme is used for the tem-
poral integration. With respect to the nonlinear convection terms,
power-law scheme is applied in order to achieve higher accuracy
for the combined convection and diffusion cases. The obtained
linear system of algebraic equations is solved at each time step
using a biconjugated gradient iteration method with a given con-
vergence criterion, which has been confirmed over many tests for
the required accuracy. At the initial time step, the velocities were
set to zero in the computational domain where initial pressure and
concentration are specified. The convergence criterion is set for
three parameters, the pressure, temperature, and composition, re-
spectively. The relative errors between internal iteration and any
two successive time steps are calculated as follows.

For internal iteration at each time step,

� =
1

nx 	 ny 	 nz�i=1

nx

�
j=1

ny

�
l=1

nz � �ijl
k,s+1 − �ijl

k,s

�ijl
k,s+1 � �23�

For convergence checking between two successive time steps af-
ter the convergence of the internal iteration,
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� =
1

nx 	 ny 	 nz�i=1

nx

�
j=1

ny

�
l=1

nz � �ijl
k,s+1 − �ijl

k−1,s0

�ijl
k−1,s0 � �24�

where � represents the pressure, temperature, and composition,
respectively; i, j, and l represent mesh indices along x, y, and z
directions of the porous cavity; k denotes the time step; s is the
indicator of inner iterations; s0 is the indicator of the converged
inner iteration at last time step; and nx, ny, and nz represent mesh
numbers in x, y, and z directions, respectively. The values of pres-
sure, temperature, and composition are defined in the center of
each control volume but the velocities are defined on the surface
of each control volume or grid cell. Different mesh size is tested
and a 31	31	31 control volume has been adopted.

The solution procedure begins by assuming initial pressure,
temperature, and concentration values in the mixture. The fluid is
considered to be weakly compressible and the Peng–Robinson
EOS is used to calculate the fluid thermodynamic properties. In
fact, the density and molecular diffusion and thermal diffusion

coefficients are functions of the temperature and species compo-
sitions. They are evaluated for each control volume. The thermal
conductivity is assumed constant in the analysis.

6 Results and Discussion

6.1 Permeability Effect on Composition Distribution. As
known, the ternary mixture in this simulation consists of 50%
methane �C1, Component 1�, 20% n-butane �nC4, Component 2�,
and 30% dodecane �C12, Component 3�. The compositional sepa-
ration in the mixture is investigated for permeability ranging from
102 md to 106 md. It is found that the effect of permeability on
separation is very strong, see Figs. 2 and 3, where the distribution
of methane �C1� and n-butane �nC4� is illustrated along the ver-
tical �z=0�H, x=L /2, y=W /2� and horizontal �x=0�L, z
=H /2, y=W /2� directions. It is clear to see that the separation of
mixture components in the horizontal direction decreases continu-
ously as the permeability increases from 102 md to 106 md. When

Fig. 2 Methane „C1… mole fraction distributions along the center of the cavity
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the permeability is 102 md, the separation happens mainly along
the horizontal direction, see Figs. 2�a� and 3�a�; while in the ver-
tical direction it is very weak, see Figs. 2�b� and 3�b�.

Figure 4 displays C1 and nC4 compositions distributions in the
center x-z plane for different permeabilities ��=10 md, 102 md,
104 md, and 106 md�. Clearly almost linear contour of methane
and n-butane along the horizontal direction at 10 and 102 md. At
those low permeabilities, the convection effect is greatly sup-
pressed and the thermodiffusion effect is dominant, see Figs. 4�a�
and 4�b�. As the permeability increases to 104 md, the buoyancy
convection begins to play a role causing a mixing in the cavity;
therefore the separations of methane and n-butane weakened in
the horizontal direction, and curved lines are found in the vertical
direction, see Fig. 4�c�. As the permeability continues to increase
beyond 105 md the Soret effect is greatly weakened and the domi-
nant effect of convection makes the separation almost impossible
�Fig. 4�d��. Figures 4�a� and 4�b� also illustrate the direction of the
component separation due to thermodiffusion at low permeabili-

ties. Methane, being the light component, moves toward the hot
wall and n-butane, being heavier than methane, moves toward the
cold wall.

As already noticed, the permeability has a significant effect on
the separation of mixture components. At low permeability the
Soret effect shows significant; while at high permeability convec-
tion becomes dominant. To further examine this phenomenon, a
variable known as the separation ratio, q, is introduced:

q =

Cmax

�1 − Cmax�
Cmin

�1 − Cmin�

�25�

where Cmax and Cmin are the maximum and minimum concentra-
tions of a solute component in the porous cavity, respectively.

Figure 5 displays the variation of separation ratio as a function
of permeability for methane and n-butane. Three distinct zones

Fig. 3 n-butane „nC4… mole fraction distributions along the center of the cavity
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Fig. 4 Methane and n-butane compositional distributions in the x-z
plane

Fig. 5 Variation of the separation ratio with the permeability for the
methane and n-butane components
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can be identified. �I� the permeability is below 102 md. In this
zone, the Soret effect is completely dominant. The separation ratio
remains constant, which is about 1.248 for methane and 1.007 for
n-butane. �II� The permeability is between 102 md and 105 md. In
this zone both Soret and convection play important roles and as a
result of this combined effect the separation ratio gradually re-

duces as the permeability increases. �III� The permeability is
higher than 105 md. In this zone the convection is the dominant
mechanism; therefore the separation ratio decreases rapidly to-
ward 1, which indicates that the components are largely mixed in
the cavity and no noticeable separation can be achieved.

This theoretical analysis can be very useful in many ways. For

Fig. 6 Viscosity variations with temperature of dodecane and n-butane

Fig. 7 Thermal diffusion coefficient distributions for methane and
n-butane along the horizontal direction „�=102 md…
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example, in the case of measuring diffusion coefficients in porous
cavity, an optimal design of the porous cavity will be the key to
determine if the experiments can be feasibly performed. A too low
permeability cavity will cause a long time for experiments to es-
tablish the steady state; therefore it is ineffective or even infea-
sible. A too high permeability cavity, on the other hand, will fail to
suppress the negative effect of convection. If the mixture of meth-
ane �50%�, n-butane �20%�, and dodecane �30%� is to be mea-
sured, the optimal permeability would be around 102 md.

Benano-Melly et al. �16� found that the maximum value for the
separation ratio, q=qmax, existed for the permeability value, �
=�m, given by

�m =
�mDM��120

g�T�TH�
�26�

This analytical expression predicts that the maximum separation
of methane will occur at �m=320 md whereas our numerical cal-
culation showed the maximum separation ratio at �m=350 md
�qmax=1.2509�. This discrepancy between the analytical and the
numerical modeling is justified by the fact that in our case the
solutal buoyancy is included and both the thermal and molecular
diffusion coefficients are functions of temperature and fluid mix-
ture.

6.2 Viscosity Effect on Diffusion Coefficients.. All the cal-
culations in previous sections assume that the viscosities of the
mixture components are constants and they are evaluated at the
average temperature �Tav=303 K�. In this section the viscosity
variation due to the temperature will be considered for each com-
ponent in order to investigate the viscosity effect on DT, DM and
the compositional calculation. Figure 6 shows the variation of the
dodecane and n-butane viscosity as a function of the temperature.
It can be seen that the viscosity of dodecane �C12, carrier fluid�
changes significantly with the temperature. When the temperature
varies between Tc=283 K and Th=323 K the viscosity of dode-
cane varies between 1.85	10−3 Pa s and 9.45	10−4 Pa s, while
for n-butane no major variation is observed. As for the methane it
was found that the viscosity does not vary with temperature,
which is similar to the n-butane.

In this section we estimated the viscosity at three different tem-
peratures, which are the cold temperature Tc, the hot temperature
Th, and the average temperature Tav. For each temperature condi-
tion, the calculation is repeated taking into consideration the new
estimated viscosity. The variations of molecular diffusion and
thermal diffusion coefficients are shown in Figs. 7 and 8 when the
permeability is set equal to 102 md. It is found that the thermal
diffusion is affected by the change in viscosity. The deviation of

methane thermal diffusion coefficient is about �10% �see Fig.
7�a��, while the deviation of n-butane thermal diffusion coefficient
is about �4.5%, �see Fig. 7�b��.

Figure 8 illustrates the variation of molecular diffusion coeffi-
cient along the horizontal center line direction for methane when
the permeability is set equal to 102 md. Results reveal that again
the molecular diffusion coefficient based on the viscosity at Tc and
Th deviates about �9% from the one at Tav, see Fig. 8. Similar
variation is observed for the n-butane.

7 Conclusion
The thermosolutal convection of a ternary mixture of

C1–nC4–C12 in Al2O3 porous cavity maintained at 35.0 MPa, is
investigated for different permeabilities. The model was based on
the nonequilibrium thermodynamics theory and diffusion coeffi-
cients were calculated with time and space dependent fluid prop-
erties and compositions. The component concentration distribu-
tion and the separation ration were used to examine the behavior
of the thermodiffusion and buoyancy-driven convection. The im-
pact of permeability variation on the component separation results
at steady state is numerically investigated. The viscosity is found
to influence the evaluation of the molecular and thermal diffusion
coefficients. The result showed that with variable viscosity the
flow due to thermodiffusion is affected.
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Nomenclature
Cp � heat capacity at constant pressure �J kg−1 K−1�

DM � molecular diffusion coefficient in a free fluid
�m2 s−1�

DT � thermal diffusion coefficient in a free fluid
�m2s−1 K−1�

D1
T � thermal diffusion coefficient in Component 1

�methane� �m2 s−1 K−1�
D2

T � thermal diffusion coefficient in Component 2
�n-butane� �m2 s−1 K−1�

D̃ij � the Maxwell–Stephan diffusion coefficient,
�m2 s−1�

g � gravitational acceleration=9.81 �m /s2�
Jmi � molar diffusion flux �mol m−2 s−1�

k � thermal conductivity �W m−1 K−1�

Fig. 8 Variation of the molecular diffusion coefficient of methane along
the horizontal cavity „�=102 md…
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Lij � onsager coefficient
md � millidarcy �1 md=9.87	10−16 m2� is a unit of

permeability
n � number of components in the mixture
q � separation ratio
T � temperature �K�
t � time �s�
u � velocity component in the x-direction �m s−1�
v � velocity component in the y-direction �m s−1�
V � fluid velocity vector �u ,v ,w� �m s−1�
w � velocity component in the z-direction �m s−1�
x1 � mole fraction of Component 1
x � dimension �m�
y � dimension �m�
z � dimension �m�

Greek Symbols
�T � coefficient of thermal expansion �1 /K�
� � porosity
� � permeability �m2�

�m � dynamic viscosity of the fluid mixture
�kg m−1 s−1�

� � fluid mixture density �kg /m3�
�m � molar density of fluid mixture �kmol /m3�
� � mass fraction

Subscripts
e � effective
f � fluid mixture

m � molar quantities
p � porous media

References
�1� Ludwig, C., 1856, Sitzber. Akad. Wiss. Vien Math.-Naturw., 20, p. 539.

�2� Soret, C., 1880, “Influence de la Temperature sur la Distribution des sels dans
leurs Solutions,” Acad. Sci., Paris, C. R., 91, pp. 289–291.

�3� de Groot, S. R., and Mazur, P., 1984, Non-Equilibrium Thermodynamics, Do-
ver, New York.

�4� Leahy-Dios, A., Bou-Ali, M., Platten, J. K., and Firoozabadi, A., 2005, “Mea-
surements of Molecular and Thermal Diffusion Coefficients in Ternary Mix-
tures,” J. Chem. Phys., 122�23�, p. 234502.

�5� Haugen, K. B., and Firoozabadi, A., 2005, “On Measurement of Thermal
Diffusion Coefficients in Multicomponent Mixtures,” J. Chem. Phys., 122�1�,
p. 014516.

�6� Platten, J. K., 2006, “The Soret Effect: A Review of Recent Experimental
Results,” ASME J. Appl. Mech., 73, pp. 5–15.

�7� Costeseque, P., Pollak, T., Platten, J. K., and Marcoux, M., 2004, “Simulta-
neous Evaluation of Soret and Fick Coefficients in a Free and a Packed Ver-
tical Gradient Soret Cell,” Sixth International Meeting on Thermodiffusion,
IMT6, Varenna, Italy.

�8� Riley, M. F., and Firoozabadi, A., 1998, “Compositional Variation in Hydro-
carbon Reservoirs With Natural Convection and Diffusion,” AIChE J., 44�2�,
pp. 452–464.

�9� Delware, F., Chacha, M., Ghoraye, K., and Saghir, M. Z., 2004, “Composi-
tional Variation Considering Diffusion and Convection for Binary Mixture in
Porous Media,” J. Porous Media, 7�2�, pp. 1–19.

�10� Firoozabadi, A., Ghorayeb, K., and Shukla, K., 2000, “Theoretical model of
Thermal Diffusion Factors in Multicomponent Mixtures,” AIChE J., 46�5�,
pp. 892–900.

�11� Jiang, C. G., Jaber, T. J., Batalle, H., and Saghir, M. Z., 2008, “Simulation of
Ludwig-Soret Effect of a Water-Ethanol Mixture in a Cavity Filled With Alu-
minum Oxide Powder Under High Pressure,” Int. J. Therm. Sci., 47�2�, pp.
126–135.

�12� Pan, S., Yan, Y., Jaber, T. J., Kawaji, M., and Saghir, M. Z., 2007, “The
Evaluation of Thermal Diffusion Models for Ternary Hydrocarbon Mixture,” J.
Non-Equilib. Thermodyn., 32�3�, pp. 1–9.

�13� Taylor, R., and Krishna, R., 1993, Multicomponent Mass Transfer, Wiley, New
York.

�14� Lohrenz, J., Bray, B. G., Aime, M., and Clark, C. R., 1964, “Calculation of
Viscosities of Reservoir Fluids From Their Compositions,” J. Pet. Technol.,
16, pp. 1171–1176.

�15� Jossi, J. A., Stiel, L. I., and Thodos, G., 1962, “The Viscosity of Pure Sub-
stances in the Dense Gaseous and Liquid Phases,” AIChE J., 8�1�, pp. 59–63.

�16� Benano-Melly, L. B., Caltagirone, J. P., Faissat, B., Montel, F., and Coste-
seque, P., 2001, “Modeling Soret Coefficient Measurement Experiments in
Porous Media Considering Thermal and Solutal Convection,” Int. J. Heat Mass
Transfer, 44�7�, pp. 1285–1297.

Journal of Fluids Engineering AUGUST 2008, Vol. 130 / 081703-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


	EDITORIAL
	RESEARCH PAPERS
	Non-Newtonian Behavior and Rheology
	Electrical Effects at the Macro and Micro Scale
	Suspensions and Soret Effect


